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1 Harmonic Functions

1.1 Relationship to holomorphic functions

We will denote the complex plane as both R2 with coordinates x1, x2 and as C with complex
coordinate z = x1 + ix2.

Definition 1.1. Let Ω ⊆ C be open. We say that u ∈ C2(Ω) is harmonic if ∆u = 0 in
Ω. Here, Ω = ∂2

x1 + ∂2
x2 = 4∂z∂z, where

∂z =
1

2
(∂x1 − i∂x2), ∂z =

1

2
(∂x1 + i∂x2).

Proposition 1.1. Let Ω ⊆ R2 be simply connected, and let u be real and harmonic. Then
u = Re(f), where f ∈ Hol(Ω), the set of functions f : Ω→ C that are holomorphic.

Proof. Observe that 2∂zu is holomorphic. So there exists a g ∈ Hol(Ω) such that g′ =
∂zg = 2∂zu. Then ∂z(g+ g) = 2∂zu. Then ∂z(2 Re(g)) = 2∂z(2u), so 2 Re(g) = 2u+ c with
c ∈ R. So u = Re(g − c).

Remark 1.1. It follows that u ∈ C∞(Ω) and even real analytic. That is, for any a ∈ Ω,
we have in a neighborhood of a that

u(x) =
∞∑

j,k=0

cj,k(x1 − a1)j(x2 − a2)k.

This is an absolutely convergent power series.

1.2 The Poisson formula and Poisson kernel

Theorem 1.1. Let Ω ⊆ R2 be open with u harmonic in Ω. If the disc {x : |x−a| ≤ R} ⊆ Ω,
then we have the Poisson formula:

u(x) =
1

2πR

∫
|y|=R

PR(x− a, y)u(a+ y) ds(y), |x− a| < R.

Here, ds(y) is the arc length element along |y| = R, and

PR(x, y) =
R2 − |x|2

|x− y|2
, |x| < R, |y| = R.

Proof. We may assume a = 0. Now u is harmonic in {|x| < R1} for some R1 > R. So
u = Re(f), where f is holomorphic in |z| < R. Let |z| < R, |w| = R, and compute:

PR(z, w) = Re

(
w + z

w − z

)
=

1

2

(
w + z

w − z
+
w + z

w − z

)
=

1

2

(
w + z

w − z
+
R2 + wz

R2 − wz

)
.
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Set

ϕz(w) =
1

2

(
w + z

w − z
+
R2 + wz

R2 − wz

)
.

If 0 < |z| < R, then ϕz(0) = 0. Consider the function ψz(w) sending w 7→ ϕz(w)f(w)/w
for |z| < R.

1. If 0 < |z| < R, then the singularity at w = 0 is removable and the only other
singularity in the disc |w| ≤ R occurs when w = z. It is a simple pole with the
residue equals f(z)/z(1/2)2z = f(z).

2. If z = 0, ψz(w) = f(w)/w has a simple pole at 0, and the residue equals f(0).

For |z| < R and w = Reiϕ, we get ds(w) = |dw| = Rdw
iw . So we may write

1

2πi

∫
|w|=R

PR(z, w)f(w) ds(w) =
1

2πi

∫
|w|=R

PR(z, w)
f(w)

w︸ ︷︷ ︸
ψz(w)

dw = f(z)

by the residue theorem. Taking the real part, we get the result.

Remark 1.2. We can write the Poisson formula as follows:

u(reit) =
1

2π

∫ 2π

0

R2 − r2

|Reiτ − reit|2
u(Reiτ dτ =

1

2π

∫ 2π

0
P̃R,r(t− τ)u(Reiτ ) dτ,

where

P̃R,r(t) =
R2 − r2

R2 − 2Rr cos(t) + r2
.

This is a convolution with the kernel PR,r(t). This function tends as 1/(R− r).

Proposition 1.2. The Poisson kernel PR(x, y) has the following properties:

1. PR(x, y) ≥ 0.

2. x 7→ PR(x, y) is harmonic for |x| < R, |y| = R.

3. For |x| < R,
1

2πR

∫
|y|=R

PR(x, y) ds(y) = 1.

4. For all ε > 0 and δ > 0, there exists R1 < R such that if |x−y| ≥ δ and R1 < |x| < R,
then PR(x, y) ≤ ε.

Proof. For the second property, observe that we expressed the Poisson kernel as the real
part of a holomorphic function. For the third, apply the Poisson formula to the harmonic
function 1.
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1.3 The Dirichlet problem in the disc

Using the Poisson kernel, we can solve the Dirichlet problem in the disc.

Theorem 1.2. Let f ∈ C({x : |x| = R};R). Then there exists a unique u ∈ C({|x| ≤ R})
such that u = f on |x| = R and u is harmonic in |x| < R. The function u is given by

u(x) =
1

2πR

∫
|y|=R

PR(x, y)f(y) ds(y), |x| < R.

Proof. Uniqueness: If u solves the problem, consider uρ(x) = u(ρ(x) for 0 < ρ < 1. The
scaled function uρ is harmonic near {|x| ≤ R}, so

uρ =
1

2πR

∫
|y|=R

PR(x, y)uρ(y) ds(y)

for |x| < R. Keep x fixed and let ρ→ 1. We get that

u(x) =
1

2πR

∫
|y|=R

PR(x, y)f(y) ds(y).

For existence, define

u(x) =

{
1

2πR

∫
|y|=R PR(x, y)f(y) ds(y) |x| < R

f x ∈ ∂DR.

We will give more detail for this part of the proof next time.

Remark 1.3. We can replace this continuous function f by many things, such as a mea-
sure.
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2 Mean Value Property and Maximum Principles of Har-
monic Functions

2.1 Solving the Dirichlet problem

Last time, given f ∈ C(|x| = R), we wanted to find a u ∈ C2(|x| < R) ∩ C(|x| ≤ R) such
that δ = 0 in |x| < R and u = f on |x| = R. We defined

u(x) =
1

2πR

∫
|y|=R

PR(x, y)f(y) ds(y), |x| < R.

Then u is harmonic in the disc |x| < R, and we need to show that u ∈ C(‖x| ≤ R). Let’s
finish this proof.

Proof. When 0 < ρ < 1, we let uρ = u(ρx) and show that uρ → f uniformly on |x| = R
as ρ → 1. Given ε > 0, let δ > 0 be such that if |y| = |ỹ| = R and |y − ỹ| ≤ δ, then
|f(y) − f(ỹ)| ≤ ε. Let ρ1 < 1 be such that if |x| = R, |y| = R, and |x − y| ≥ δ, then
ρ1 < ρ < 1 =⇒ PR(ρx, y) ≤ ε. We get

uρ(x)− f(x) =
1

2πR

∫
|y|=R

PR(ρx, y)(f(y)− f(x)) ds(y)

=
1

2πR

∫
|y|=R
|y−x|≤δ

+

∫
|y|=R
|y−x|≥δ


= I1 + I2.

Note that |I1| ≤ ε. When ρ1 < ρ < 1 we get

|I2| ≤
1

2πR

∫
|y|=R
|y−x|≥δ

PR(ρx, y)|f(y)− f(x)| ds(y) ≤ 2Mε,

where M = max|y|=R |f(y)|. We get that

|uρ(x)− f(x)| ≤ (1 + 2M)ε

for ρ1 < ρ < 1 and |x| = R. Next, if |x| < R,

|uρ(x)− u(x)| =

∣∣∣∣∣ 1

2πR

∫
|y|=R

PR(x, y)(uρ(y)− f(y)) ds(y)

∣∣∣∣∣ ≤ max
|y|=R

|uρ − f |
ρ→1−−−→ 0.

We get that uρ → u uniformly on |x| ≤ R, as ρ→ 1. The uρ are continuous on |x| ≤ R, so
u ∈ C(|x| ≤ R).
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2.2 Mean value property

Harmonic functions enjoy the following unique continuation principle:

Proposition 2.1. If Ω ⊆ R2 is a domain, u ∈ H(Ω) = {harmonic functions on Ω}, and
u|ω = 0 for nonempty open ω ⊆ Ω, then u vanishes identically.

Proposition 2.2 (Mean value property of harmonic functions). Let Ω ⊆ R2 be open,
u ∈ H(Ω), and {|x− a| ≤ R} ⊆ Ω. Then

u(a) =
1

2πR

∫
|y|=R

u(a+ y) ds(y).

Proof. Take x = a in the Poisson formula.

2.3 Maximum principles of harmonic functions

Theorem 2.1 (maximum principle). Let ∅ 6= Ω ⊆ R2 be open and bounded with u ∈
H(Ω) ∩ C(Ω). Then for every x ∈ Ω,

min
∂Ω

u ≤ u(x) ≤ max
∂Ω

u.

Proof. It suffices to show the result for the maximum; then replace u by −u. Let M =
maxΩ u, and consider the compact set E = {x ∈ Ω : u(x) = M}. We have to show
that E ∩ ∂Ω 6= ∅. If E ∩ ∂Ω = ∅, take a ∈ E at the smallest positive distance to ∂Ω;
this distance exists because E and ∂Ω are disjoint compact sets. Take R > 0 such that
{|x− a| ≤ R} ⊆ Ω. Then u < M on an open arc contained in {|x− a| = R}. On the other
hand, by the mean value property,

M = u(a) =
1

2πR

∫
|y|=R

u(a+ y) ds(y) <
1

2πR

∫
|y|=R

M ds(y) = M.

This is a contradiction.

There exists a local version of the maximum principle:

Theorem 2.2. If u ∈ H(Ω), where Ω ⊆ R2, and u has a local maximum at a ∈ Ω, then u
is constant in the component of a.

Theorem 2.3 (Hopf’s maximum principle). Let D = {|x| < 1} and let u ∈ H(D)∩C(D).
Let x ∈ ∂D be such that u(x) = maxD u. Then the normal derivative of u at x

Nx = lim
t→0−

u(x+ tx)− u(x)

t
= lim

t→1−

u(tx)− u(x)

t− 1
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exists (in the sense that Nx ∈ [0,∞]), and

0 ≤ u(x)− u(z) ≤ 2
1 + |z|
1− |z|

Nx

for |z| < 1.

Proof. For 0 < t < 1, write

u(tx) =
1

2π

∫
|y|=1

P (tx, y)u(y) ds(y).

So

u(tx)− u(x) =
1

2π

∫
|y|=1

P (tx, y)(u(y)− u(x)) ds(y)

=
1

2π

∫
|y|=1

1− t2

|tx− y|2
(u(y)− u(x)) ds(y).

Then the difference quotient is

u(tx)− u(x)

t− 1
=
t+ 1

2π

∫
|y|=1

u(x)− u(y)

|tx− y|2
ds(y).

Let t→ 1. The first case is when lim inft→1−
u(tx)−u(x)

t−1 <∞. By Fatou’s lemma,

t+ a

2π

∫
lim inf
t→1−

u(x)− u(y)

|tx− y|2
ds <∞.

It follows that y 7→ u(x) − u(y)/|x − y|2 ∈ L1(∂D). Try to apply dominated convergence
to the above:

|x− y| ≤ |tx− y|+ |(1− t)x| = |tx− y|+ 1− t ≤ 2|tx− y|.

We get that
u(x)− u(y)

|tx− y|2
≤ 4

u(x)− u(y)

|x− y|
∈ L1(y),

and by dominated convergence, we get

u(tx)− u(x)

t− 1
→ 1

π

∫
|y|=1

u(x)− u(y)

|x− y|2
ds(y) <∞.

Case 2 is when lim inft→1−
u(tx)−u(x)

t−1 =∞. In this case, Nx =∞. We see also that Nx > 0
unless u is constant.

Remark 2.1. It follows that Nx > 0 unless u is constant.
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3 Local Uniform Convergence, Upper Semicontinuity, and
Subharmonic Functions

3.1 Local uniform convergence of harmonic functions

Theorem 3.1. Let Ω ⊆ R2 be open, and let u ∈ C(Ω) be such that for all a ∈ Ω, there
exists Rn → 0 such that

u(a) =
1

2πRn

∫
|y|=Rn

u(a+ y) ds(y)

for all n. Then u ∈ H(Ω).

Corollary 3.1. Let uj ∈ H(Ω) be a sequence such that uk → u locally uniformly in Ω.
Then u ∈ H(Ω), and for every α = (α1, α2) ∈ N2, we have ∂αuk → ∂αu locally uniformly
in Ω. Here, ∂α = ∂α1

x1 ∂
α2
x2 .

Proof. By the theorem, u has the mean value property, so u ∈ H(Ω). If {|x−a| ≤ R} ⊆ Ω,
write (for |x− a| ≤ R/2)

∂αuk(x)− ∂αu(x) =
1

2πR
∂αx

∫
|y|=R

PR(x− a, y)(uk(a+ y)− u(a+ y)) ds(y)

=
1

2πR

∫
|y|=R

∂αxPR(x− a, y)(uk(a+ y)− u(a+ y)) ds(y).

Here, |∂αxPR(x− a, y)| ≤ Cα,R for any |y| = R and |x− a| ≤ R/2. Therefore,

|∂αuk − ∂αu| ≤ Cα,R max
|y|=R

|u(a+ y)− uj(a+ y)| → 0.

Covering a compact set K ⊆ Ω by finitely many open discs of this form |x− a| ≤ R/2 for
R = R(a) > 0, we get that ∂αuk → ∂αu uniformly on K.

3.2 Upper semicontinuous functions

Definition 3.1. Let X be a metric space. A function u : X → [−∞,∞) is called upper
semicontinuous if for every a ∈ R, the set {x ∈ X : u(x) < a} is open.

Proposition 3.1. A function u : X → [−∞,∞) is upper semicontinuous if and only if
lim supy→x u(y) ≤ u(x) for all x ∈ X.

Example 3.1. Let F ⊆ X is closed. Then 1F is upper semicontinuous.

Proposition 3.2. If u is upper semicontinuous, and K ⊆ X is compact, then u is bounded
above, and supK u is achieved.
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Proposition 3.3. Let u : X → [−∞,∞) be upper semicontinuous and bounded above.
Then there exists a sequence uj ∈ C(X) such that u1 ≥ u2 ≥ · · · ≥ u and uj → u
pointwise.

Example 3.2. Let Ω ⊆ C be open, and let f ∈ Hol(Ω). Then u = log |f | (with log(0) =
−∞) is upper semicontinuous.

3.3 Subharmonic functions

Definition 3.2. Let Ω ⊆ R2 be open. We say that a function u : Ω → [−∞,∞) is
subharmonic if

1. u is upper semicontinuous.

2. If K ⊆ Ω is compact and h ∈ C(K) ∩H(Ko) is such that u ≤ h on ∂K, then u ≤ h
on K.

Example 3.3. If u is harmonic, then by the mean value property, u is subharmonic.

Proposition 3.4. Let (uα)α∈A be a family of subharmonic functions on Ω such that u =
supα uα <∞ pointwise and u is upper semicontinuous. Then u is subharmonic. If (uj) is
a decreasing sequence of subharmonic functions, then u = limuj is subharmonic.

Proof. The first statement is immediate from the definition. For the second statement, first
note that that u = limuj = inf uj is upper semicontinuous (if uα is upper semicontinuous
for each α, then infα uα is, as well).

Now let K ⊆ Ω be compact, let h ∈ C(K) ∩H(Ko), and let u ≤ h on ∂K. Let ε > 0,
and let x0 ∈ ∂K. Then there exists a j such that uj(x0) < u(x0) + ε ≤ h(x0) + ε. Then
(uj − h)(x0), where uj − h is upper semicontinuous on K. So there is a neighborhood Vx0
of x0 such that uj(x)−h(x) < ε for all x ∈ Vx0 ∩∂K. Then, for all k ≥ j, uk(x)−h(x) < ε
for all x ∈ Vx0 ∩ ∂K. Covering the compact set ∂K by finitely many open sets of the form
Vx0 , we get uj ≤ h+ ε on ∂K for all large j. By the subharmonicity of the uj , we get that
uj ≤ h+ ε on K, so u ≤ h on K.

Remark 3.1. This is the same argument as in the standard proof of Dini’s theorem in
elementary analysis.

Theorem 3.2. Let u : Ω→ [−∞,∞) be upper semicontinuous. The following are equiva-
lent:

1. u is subharmonic

2. (local sub-mean value inequality): For every a ∈ Ω,

u(a) ≤ 1

2πR

∫
|y|=R

u(a+ y) ds(y)

for all small R > 0.
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3. For every a ∈ Ω,

u(a) ≤ 1

πR2

∫∫
|y|≤R

u(a+ y) dy

for all small R > 0, where dy is Lebesgue measure in R2.

We will prove these, along with more equivalences, next time.
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4 Properties of Subharmonic Functions

4.1 Local conditions equivalent to subharmonicity

Last time, we introduced the notion of a subharmonic function.

Theorem 4.1. Let u : Ω→ [−∞,∞) be upper semicontinuous. The following are equiva-
lent:

1. u is subharmonic.

2. If {|x− a| ≤ R} ⊆ Ω, then

u(a) ≤ 1

2πR

∫
|y|=R

PR(x− a, y)u(a+ y) ds(y).

3. (local sub-mean value inequality): For every a ∈ Ω,

u(a) ≤ 1

2πR

∫
|y|=R

u(a+ y) ds(y)

for all small R > 0.

4. For every a ∈ Ω,

u(a) ≤ 1

πR2

∫∫
|y|≤R

u(a+ y) dy

for all small R > 0, where dy is Lebesgue measure in R2.

5. If {|x− a| ≤ R} ⊆ Ω, then

u(a) ≤ 1

πR2

∫∫
|y|≤R

u(a+ y) dy

Remark 4.1. It follows from properties 3 and 4 that subharmonicity is a local property.

Remark 4.2. The integrals in the theorem are Lebesgue integrals of upper semicontinuous
functions. If u : Ω→ [−∞,∞) is upper semicontinuous and K ⊆ Ω is compact, then∫

K
u(x) dx = inf

u≤ϕ
ϕ∈C(K)

∫
ϕdx ∈ [−∞,∞).

Proof. (1) =⇒ (2): Let f ∈ C(|x − a| = R), and let v ∈ C(|x − a| ≤ R) be harmonic
in |x − a| < R so that v = f along |x − a| = R. If u ≤ f on |x − a| = R, then u ≤ v in
|x− a| ≤ R. So

u(x) ≤ 1

2πR

∫
|y|=R

PR(x− a, y)f(a+ y) ds(y)
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for |x−a| < R. Pick a sequence fk ∈ C(|x−a| = R) such that fk ↓ u. apply this inequality
to every function in the sequence, and let k → ∞ by monotone convergence to get the
desired inequality.

(2) =⇒ (3): Take x = a.
(2) =⇒ (5): If {|x− a| ≤ R}, then

u(a) ≤ 1

2π

∫ 2π

0
u(a+ reit) dt

with 0 < r ≤ R. Multiply by 2r and integrate over [0, R]. This gives us the area integral,
expressed in polar coordinates.

(5) =⇒ (4): This is a special case.
(3) =⇒ (1): Let K ⊆ Ω be compact and h ∈ C(K) ∩H(Ko) such that u ≤ h on ∂K.

We want to show that u ≤ h on K. The function u− h is upper semicontinuous on K and
satisfies the local sub-mean value inequality in K. We can prove the maximum principle
for u− h on K with the same proof as for harmonic functions: If M = maxK(u− h), then
the set {x ∈ K : u(x)− h(x) = M} is closed (as u− h is upper semicontinuous on K). We
get that maxK u− h = max∂K ≤ 0. So u ≤ h on K.

(4) =⇒ (1): The argument is similar to the proof of (3) =⇒ (1), using the local
sub-mean value inequality with respect to small discs rather than circles.

4.2 Mean value property and maximum principle

In the proof of the theorem, we also proved the following property.

Theorem 4.2 (mean value property for subharmonic functions). Let Ω ⊆ R2 be open and
bounded, and let u be upper semicontinuous on Ω and subharmonic in Ω. Then

max
Ω

u = max
∂Ω

u.

We also have the following version of the maximum principle.

Theorem 4.3 (maximum principle for subharmonic functions). Let Ω ⊆ R2 be open and
connected, and let u be subharmonic Ω. If u contains a global maximum on Ω, then it is
constant.

Proof. Let M = maxΩ u, and notice that the sets {u < M}, {u = M} are open.

It is important to note that the maximum needs to be global. In this sense, subharmonic
functions are much less rigid than their harmonic counterparts.

Example 4.1. Here is an example where u attains a local maximum without being constant
in Ω. Take u(z) = max(0,Re(z)).
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4.3 Relationship to holomorphic functions

Proposition 4.1. Let Ω ⊆ C be open, and let f ∈ Hol(Ω). Then u = log |f | : Ω →
[−∞,∞) is subharmonic in Ω.

Proof. We saw before that u is upper semicontinuous, and we shall check that for all a ∈ Ω,

u(a) ≤ 1

2πR

∫
|y|=R

u(a+ y) ds(y)

for all small R > 0. If f(a) = 0, then the inequality holds. If f 6= 0, then in a small simply
connected neighborhood of a, we can write u = Re(log(f)). Then u is harmonic near a
and the inequality holds with an equality for all R > 0.

Next time, we will prove the following result.

Proposition 4.2. Let f ∈ C(|z| ≤ R)∩Hol(|z| < R). Assume that there exists a Lebesgue
measurable E ⊆ {|z| = R} of positive measure such that f |E = 0. Then f ≡ 0 in |z| < R.

16



5 More Properties of Subharmonic Functions

5.1 Uniqueness of subharmonic functions

Definition 5.1. Denote SH(Ω) to be the set of all subharmonic functions in Ω.

Last time, we showed that if u ∈ SH(Ω) and if {|x− a| ≤ R} ⊆ Ω, then

u(x) ≤ 1

2πR

∫
|y|=R

PR(x− a, y)u(a− y) ds(y), |x− a| < R.

Now assume that u is upper semicontinuous in {|x−a| ≤ R} and subharmonic in {|x−a| <
R}. Then

u(x) ≤ 1

2πr

∫
|y|=r

Pr(x− a, y)u(a+ y) ds(y), |x− a| < R.

To let r → R, we can assume that u ≤ 0 and apply Fatou’s lemma. So

u(x) ≤ lim sup
r→R

1

2πr

∫
|y|=r

Pr(x− a, y)u(a+ y) ds(y)

≤ 1

2π

∫ 2π

0
lim sup
r→R

r2 − |x− a|2

|reit − (x− a)|2
u(a+ reit) dt

≤ 1

2πR

∫
|y|=R

PR(x− a, y)u(a+ y) ds(y).

Proposition 5.1. Let f ∈ C(|z| ≤ R)∩Hol(|z| < R). Assume that there exists a Lebesgue
measurable E ⊆ {|z| = R} of positive measure such that f |E = 0. Then f ≡ 0 in |z| < R.

Proof. We may assume that |f | ≤ 1. The function u = log |f | is upper semicontinuous on
|z| = R, subharmonic in |z| < R, so by our previous discussion,

log |f(z)| ≤ 1

2πR

∫
|w|=R

R2 − |z|2

|z − w|2
log |f(w)| |dw|, |z| < R.

The integrand equals −∞ on E with m(E) > 0, so f ≡ 0.

5.2 Local integrability of subharmonic functions

Theorem 5.1. Let Ω ⊆ R2 be open and connected, and let u ∈ SH(Ω) with u 6≡ −∞.
Then u ∈ L1

loc(Ω); that is, if K ⊆ Ω is compact, then
∫
K u(x) dx > −∞. Furthermore, if

{|x− a| ≤ R} ⊆ Ω, then
∫
|x−a|=R u(x) ds(x) > −∞.

Remark 5.1. The set {x ∈ Ω : u(x) = −∞} is a Lebesgue-null set.
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Proof. Let E be the set of points x ∈ Ω having a neighborhood ω such that ω ⊆ Ω and∫
ω u(x) dx > −∞. E 6= ∅ because there exists some a ∈ Ω with u(a) > −∞, and the

sub-mean value inequality gives

u(a) ≤ 1

πR2

∫∫
|x−a|<R

U(x) dx

for all small R > 0. E is also open.
Let us show that Ω \ E is open. If Ω \ E is not open, then there exists a ∈ Ω \ E and

a sequence an ∈ E such that an → a. Arbitrarily close to an, there exists bn such that
u(bn) > ∞. Picking bn so that |an − bn| → 0, we get bn → a and u(bn) > −∞ for all n.
Take R > 0 such that {|x−a| < R ⊆ Ω}. Then if Kn = {|x− bn| ≤ R/2}, we have Kn ⊆ Ω
for large n. So

1

π(R/2)2

∫∫
Kn

u(x) dx ≥ u(bn) > −∞.

For large n, a ∈ Ko
n. So a ∈ E, which contradicts the choice of a. Because Ω is connected,

it follows that Ω = E, and therefore u ∈ L1
loc(Ω).

If {|x− a| ≤ R} ⊆ Ω, write

u(x) ≤ 1

2πR

∫
|y|=R

Pr(x− a, y)u(a+ y) ds(y), |x− a| < R.

We may assume that u ≤ 0, and then

PR(x− a, y) =
R2 − |x− a|2

|y − (x− a)|2
≥ R2 − ρ2

(R+ ρ)2
=
R− ρ
R+ ρ

, ρ = |x− a|,

so

u(x) ≤ 1

2πR

R− ρ
R+ ρ

∫
|y|=R

u(a+ y) ds(y).

This integral must be finite, for otherwise, u =∞ on |x− a| < R.

5.3 Differential characterization of subharmonic functions

Theorem 5.2. Let Ω ⊆ R2 be open, and let u ∈ C2(Ω,R). Then u ∈ SH(Ω) if and only
if ∆u ≥ 0 in Ω.

Proof. ( =⇒ ): Taylor expand u at a ∈ Ω:

u(x) = u(a) + u′(a)(x− a) +
1

2
u′′(a)(x− a)(x− a) + o(|x− a|2),

where u′(a) = (u′x1(a), u′x2(a)) and u′′(a) = (u′′xjxk(a))1≤j,k≤2. Because u is subharmonic,
for all small R > 0,

u(a) ≤ 1

2π

∫ 2π

0
u(a+Reit) dt.
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Substituting in the Taylor expansion, the linear terms drop out, and (xj − aj)(xk − ak)
drop out as well, when j 6= k. The remaining terms are the diagonal terms, which are
exactly given by the Laplacian. So

u(a) ≤ u(a) +
R2

4
∆u(a) + o(R2).

We get
R2

4
∆u(a) + o(R2) =⇒ ∆u(a) ≥ 0.

(⇐= ): Assume first that ∆u > 0 in Ω. By the previous computation,

1

2π

∫ 2π

0
u(a+Reit) dt = u(a) +

R2

4
∆u(a)︸ ︷︷ ︸
>0

+o(R2) > u(a).

for small R > 0. Thus, ∆u > 0 =⇒ u ∈ SH(Ω). In general, consider uε = u + ε|x|2 for
ε > 0. Then ∆uε ≥ 4ε > 0, so uε ∈ SH(Ω). Letting ε ↓ 0, we get u = limuε ∈ SH(Ω).
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6 Subharmonicity and Convexity

6.1 Jensen’s inequality and composition of convex functions with sub-
harmonic functions

Last time, we showed that u ∈ C2(Ω) is subharmonic iff ∆u ≥ 0 in Ω.

Remark 6.1. Let u ∈ SH(Ω) be such that u 6≡ on any component (so u ∈ L!
loc). Approx-

imating u by a decreasing sequence of smooth, subharmonic functions, one may show that∫
u∆ϕdx ≥ 0 for all 0 ≤ ϕ ∈ C2(Ω) such that ϕ = 0 outside a compact subset of Ω.

Theorem 6.1. Let Ω be open, u ∈ SH(Ω), and let ϕ : R → R be increasing and convex.
Then ϕ ◦ u ∈ SH(Ω) (we define ϕ(−∞) = limt→−∞ ϕ(t)).

Example 6.1. If f ∈ Hol(Ω), then |f |a ∈ SL(Ω) for any a > 0. Write u = log |f | and
ϕ(t) = eat, where a > 0.

To proof this theorem, we need the following general inequality for convex functions.

Proposition 6.1 (Jensen’s inequality). Let I ⊆ R be an open interval, and let ψ : T → R
be convex. Let (Ω, µ) be a measure space equipped with a probability measure (µ(Ω) = 1).
Let f ∈ L1(Ω, I). Then

ψ

(∫
f dµ

)
≤
∫
ψ0f dµ.

Proof. Let I = (a, b), and let c =
∫
f dµ ∈ (a, b). If for a < t1 < c < t2 < b, c = αt1 =

(1 − α)t2, where α = (t2 − c)/(t2 − t1), then ψ(c) ≤ αψ(t1) + (1 − α)ψ(t2). After some
algebra, we get

ψ(c)− ψ(t1)

c− t1
≤ ψ(t2)− ψ(c)

t2 − c
.

So

sup
t1<c

ψ(c)− ψ(t1)

c− t1︸ ︷︷ ︸
=ψ′left(c)

≤ inf
t2>c

ψ(t2)− ψ(c)

t2 − c︸ ︷︷ ︸
=ψ′right(c)

,

where these are the left and right derivatives of ϕ at c. Then ψ(t) ≥ ψ(c) +ψright(c)(t− c)
for all t ∈ I. That is the tangent line at c lies below the graph of ψ. It follows that

∫
ψ(f) dµ ≥ ψ

(∫
f dµ

)
+ ψ′right(c)

�
��

�
��*

0(∫
f − c

)
.

Now let’s prove the theorem.
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Proof. Let {|x− a| ≤ R} ⊆ Ω. Then

u(a) ≤ 1

2ıR

∫
|y|=R

u(a+ y)) ds(y).

Applying Jensen’s inequality,

ϕ(u(a)) ≤ 1

2πi

∫
|y|=R

ϕ(u(a+ y)) ds(y).

We also check that ϕ ◦ u is upper semicontinuous (since ϕ is continuous). We get that
ϕ ◦ u ∈ SH(Ω).

6.2 Maximality bounds in an annulus

Theorem 6.2. Let u be subharmonic in 0 ≤ R1 < |x| < R2 ≤ ∞, and let M(r) =
max|x|=r u(r). Then M(r) is a convex function of log(r) ∈ (log(R1), log(R2)): if r1, r2 ∈
(R1, R2) and 0 ≤ λ ≤ 1, then

M(rλ1 r
1−λ
2 ) ≤ λM(r1) + (1− λ)M(r2).

If u is subharmonic in |x| < R, then M(r) is an increasing function of r.

Proof. We claim that if I is an open interval in R, f : I → R is convex if any only if for
any compact interval J ⊆ I and any linear function L,

sup
J

(f − L) = sup
∂J

(f − L).

This follows from the fact that the graph of f on J lies beneath the chord connecting the
endpoints.

Using this characterization of convexity, we have to show that if a, b ∈ R are such that
M̃(r) = M(r) = a log(r) − b is such that M(rj) ≤ 0 for j = 1, 2, then M̃(r) ≤ 0 when
r1 ≤ r ≤ r2. If we set v(x) = u(x) − a log |x| − b, then v(x) ∈ SH(R1 < |x| < R2) since
a log |x| − b is harmonic. Then M̃(r) = max|x|=r v(x). If v(x) ≤ 0 when |x| = r1 and

|x| = r2, then v(x) ≤ 0 for r1 ≤ |x| ≤ r2 by the maximum principle. Therefore, M̃(r) ≤ 0
for r1 ≤ r ≤ r2. This shows that M(r) is convex as a function of log(r).

If u ∈ SH(|x| < R), then M(r) increases by the maximum principle applied to u.

Corollary 6.1 (Hadamard’s three circle theorem). Let f ∈ Hol(R1 < |z| < r2), and let
M(r) = max|z|=r |f(z)|. Then log(M(r)) is a convex function of log(r): if r1, r2 ∈ (R1, R2)
and 0 ≤ λ ≤ 1, then

M(rλ1 r
1−λ
2 ) ≤M(r1)λM(r2)1−λ.

Proof. Apply the theorem to u = log |f |.
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Remark 6.2. This inequality is much sharper than what we get from the usual maximum
principle applied to |f |: M(rλ1 r

1−λ
2 ) ≤ max(M(r1),M(r2)).

Next time, we will prove the following result (and more).

Proposition 6.2. If u ∈ SH(|x| < R), then the average

I(r) :=
1

2πr

∫
|y|=r

u(y) ds(y).

is a convex function of log(r) which is increasing.
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7 Averages of Subharmonic Functions

7.1 Convexity of averages of subharmonic functions

Last time, we proved the following theorem.

Theorem 7.1. If u ∈ SH(R1 < |x| < R2, then M(r) = max|x|=r u(x) is a convex function
of log(r).

This gave us a stronger form of the maximum principle. Here is a similar theorem.

Theorem 7.2. Let u ∈ SH(R1 < |x| < R2), let 0 ≤ R1 < R2 ≤ ∞, and let

I(r) =
1

2πr

∫
|y|=r

u(y) ds(y). R1 < r < R2.

Then I(r) is a convex function of log(r). If u ∈ SH(|X| < R), then I(r) is increasing, and

I(r)
r→0+−−−−→ u(0).

Proof. Write

I(r) =
1

2π

∫ 2π

0
u(reit) dt.

Approximating u by a decreasing sequence of continuous functions, we see that I(r) is upper
semicontinuous. We claim that I(r) satisfies the maximum principle: If R1 < r1 < r2 < R2,
then

max
[r1,r2]

I(r) = max(I(r1), I(r2)).

Let R1 < r0 < R2, and let ρ > 0 be small. Let |x| = r0, and write

u(x) ≤ 1

πρ2

∫∫
|y|≤ρ

u(x+ y) dy

=
1

πρ2

∫∫
u(x+ y)1B0(ρ)(y) dy

=
1

πρ2

∫∫
u(y)1B0(ρ)(y − x) dy.

Integrating over |x| = r0, we get

I(r) ≤ 1

2πr

1

πρ2

∫
|x|=r0

[∫∫
u(y)1B0(ρ)(y − x) dy

]
ds(x)

=
1

2πr

1

πρ2

∫∫
u(y)

[∫
|x|=r0

1B0(ρ)(y − x) ds(x)

]
dy
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=
1

2πr

1

πρ2

∫∫
u(y)ψ(y) dy,

where

ψ(y) =

∫
|x|=r0

1B0(ρ)(y − x) ds(x).

The function ψ gives us the 1-dimensional Lebesgue measure of the part of the circle
{|z − x| = r0} contained in the ball B(y, ρ). We have

• ψ ≥ 0,

• ψ is continuous,

• ψ(y) = ϕ(|y|) for some function ϕ.

• ϕ(r) = 0 for |r − r0| ≥ ρ

• ϕ(r0) > 0.

We get

I(r) ≤
∫∫

u(y)ϕ(|y|) dy =

∫∫
0≤t≤2π
|r−r0|≤ρ

u(reit)ϕ(r)r dr dt =

∫
ϕ̃(r)I(r) dr,

where ϕ̃(r) = 2πrϕ(r). So

I(r0) ≤
∫
ϕ̃(r)I(r) dr.

If u is harmonic, then equality holds. In particular, using u = 1, we get∫
ϕ̃(r) dr = 1.

The sub-mean value inequality

I(r0) ≤
∫
ϕ̃(r)I(r) dt

can now be used to prove the maximum principle for I(r) in the usual way. This proves
the claim.

To show that I(r) is convex, let R1 < r2 < r2 < R2, and let (̃r) = I(r) − a log(r) − b
be such that Ĩ(rj) ≤ 0 for j = 1, 2. We want to show that Ĩ(r) ≤ 0 when r1 ≤ r ≤ r2.
This follows from the maximum principle applied to the subharmonic function u(x) =
a log |x| − b.

Now assume that u subharmonic in |x| < R. We want to show that I(r) is increasing
in r. We have I(r) = f(log(r)), where f is convex on (−∞, log(R)). We want to show that
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f is increasing, so it suffices to show that the right derivative f ′right ≥ 0. If f ′right(t0) < 0
for some t0, write

f(t) ≥ f(t0) + f ′right(t0)(t− t0).

Letting t→ −∞, we get that f(t)→ +∞. So I(r)→ +∞ as r → 0. This is impossible, as
u is locally bounded above.

Finally, we have for all small r > 0,

u(0) ≤ I(r) =
1

2π

∫ 2π

0
u(reit) dt.

Using the upper semicontinuity of u at 0, we get that I(r)
r→0+−−−−→ u(0).

Here is a special case of this theorem, applied to a harmonic function u.

Corollary 7.1. Let u be harmonic in R1 < |x| < R2. Then

I(r) = a log(r) + b.

Proof. The theorem gives us that

±I(r) =
1

2πr

∫
|x|=r

u(x) ds(x)

are convex functions of log(r). So I(r) is an affine function of log(r).

7.2 The Phragmén-Lindelöf principle

We would like to extend the maximum principle for subharmonic functions to unbounded
domains.

Example 7.1. Let Ω = {Im(z) = x2 > 0}, and let i(x) = x2. This is harmonic, un-
bounded, and u|∂Ω = 0. The idea is that we should be ok if we demand that the function
does not grow too rapidly at ∞.

We will prove a general theorem which will allow us to do this. The original motivation
of Phragmén and Lindelöf was the case of when Ω is a sector of the complex plane.
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8 The Phragmén-Lindelöf Principle

8.1 The Phragmén-Lindelöf Principle for subharmonic functions

To prove the Phragmén-Lindelöf1 principle, let’s introduce some notation.

Definition 8.1. Let Ω ⊆ R be open and unbounded. We say that ϕ : Ω → R is a
Phragmén-Lindelöf function for Ω if

1. ϕ(x) > 0 for large |x|.

2. If u is upper semicontinuous on Ω, subharmonic in Ω, u ≤M on ∂Ω, and u(x) ≤ ϕ(x)
for large x ∈ Ω, then u ≤M on Ω.

Remark 8.1. Let ϕ be a PL function for Ω. Let f ∈ Hol(Ω)∩C(Ω) be such that |f | ≤M
on ∂Ω and |f(z)| ≤ eϕ(z) for large z ∈ Ω. Then |f | ≤M on Ω.

Given Ω, how do we construct PL functions for Ω?

Theorem 8.1 (Phragmén-Lindelöf principle). Let Ω ⊆ R2 be open and unbounded. Let
ψ : Ω→ [0,∞) be such that

1. ψ is lower semicontinuous on Ω (−ψ is upper semicontinuous),

2. ψ is super harmonic in Ω (−ψ is subharmonic),

3. ψ(x)→ +∞ as |x| → ∞ for x ∈ Ω.

Let ϕ > 0 be such that ϕ(x) = o(ψ(x)) when |x| → ∞ for x ∈ Ω. Then ϕ is a PL function
for Ω.

Here is the original argument by Phragmén and Lindelöf.

Proof. Let u be upper semicontinuous on Ω, subharmonic in Ω, u ≤M on ∂Ω, and u(x) ≤
ϕ(x) for large x ∈ Ω. We want to show that u ≤ M on Ω. For ε > 0, set uε = u − εψ.
Then uε is upper semicontinuous on Ω, subharmonic in Ω, uε ≤ M on ∂Ω, and for large
x ∈ Ω,

uε(x) ≤ ϕ(x)− εψ(x) = −ψ(x)

(
ε− ϕ(x)

ψ(x)

)
|x|→∞−−−−→ −∞.

Let a ∈ Ω, and let R > |a| be such that uε(x) ≤ M for |x| = R and x ∈ Ω. If
ΩR = {x ∈ Ω : |x| < R}, then ∂Ω ⊆ ∂Ω ∪ {x ∈ Ω : |x| = R}, and uε ≤ M on ∂ΩR. Apply
the maximum principle to uε and the bounded domain ΩR to get that uε ≤M on ΩR. So

uε(a) = u(a)− εψ(a) ≤M.

Letting ε→ 0+, we get that u ≤M on Ω. So ϕ is a PL function for Ω.
1Lindelöf was the teacher of Ahlfors.
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8.2 Phragmén-Lindelöf for a sector

This important case of the theorem was the original motivation for Phragmén and Lindelöf.

Theorem 8.2 (PL for a sector). Let Ω = {z ∈ C\{0} : α < arg(z) < β} for 0 < β−α < 2π.
Then ϕ(z) = |z|k is a PL function for Ω if 0 < k < π/(β − α).

Proof. We may assume after a rotation that Ω = {z ∈ C \ {0} : | arg(z)| < γ/2}, where
0 < γ = β−α < 2π. Let k < k1 < π/γ, and consider ψ(z) = Re(zk1) = Re(ek1 log(z)), using
the principal branch of log. This is ψ(z) = |z|k1 cos(k1 arg(z)) for z ∈ Ω with z 6= 0. Then
ψ is harmonic in Ω, continuous in Ω, and |ψ(z)| ∼ |z|k1 since |k1 arg(z)| ≤ k1γ/2 < π/2.
In particular, φ = o(ψ) at ∞. Therefore, ϕ is a PL function for Ω.

Corollary 8.1 (classical PL principle). Let Ω = {z ∈ C \ {0} : α < arg(z) < β}, where
0 < β − α < 2π. Let f ∈ Hol(Ω) ∩ C(Ω), where |f | ≤ M on ∂Ω. Assume that |f(z)| ≤
C1e

C2|z|k as |z| → ∞ for z ∈ Ω, where 0 < k < π/(β − α). Then |f | ≤M on Ω.

Here is an example from the spring 2015 analysis qualifying exam.

Example 8.1. Let f ∈ Hol(C) be such that |f(z)| ≤ e|z| and supx∈R(|f(x)|2 + |f(ix)|2) <
∞. Show that f is constant.

Apply the classical Phragmén-Lindelöf principle 4 times, once to each quadrant. Then
f is bounded, so f is constant by Liouville’s theorem.

8.3 Phragmén-Lindelöf for general domains

Let Ω, Ω̃ ⊆ C be open and unbounded, and let G : Ω → Ω̃ is an an analytic isomorphism

such that G extends to a homeomorphism Ω→ Ω̃. Then |G(z)| is large iff |z| is large.Then
if ϕ is a PL function for Ω̃, ϕ ◦ G is a PL function for Ω. (To check this, use that if
u ∈ SH(Ω̃), then u ◦G ∈ SH(Ω).)

Proposition 8.1. Let Ω = {z ∈ C : Im(z) > 0, α < Re(z) < β}. Then ϕ(z) = ek Im(z) is a
PL function for Ω for any 0 < k < π/(β − α).

We will prove this next time. The idea is that we find a conformal map from the half-
strip to a sector with a disc removed. The map is f(z) = e−icz for some 0 < c < 2π/(β−α).
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9 Phragmén-Lindelöf for Strips and Cauchy’s Integral For-
mula for Non-Holomorphic Functions

9.1 Phragmén-Lindelöf for a half-strip and a strip

Proposition 9.1 (PL for a half-strip). Let Ω = {z ∈ C : Im(z) > 0, α < Re(z) < β}, with
α < β finite. Then ϕ(z) = ek Im(z) is a PL function for Ω for any 0 < k < π/(β − α).

Proof. Let F (z) = e−icz, where c < 2π/(β − α). F : Ω → Ω̃ is conformal, where Ω̃ =

−{w ∈ C : |w| > 1, cα < arg(w) < cβ}. F is a homeomorphism Ω → Ω̃. In Ω̃, we have
the PL function ϕ(w) = |w|k/c, where k/c < π/(c(β − α)). We get ϕ(z) = ϕ̃(F (z)) =
|F (z)|k/c = ek Im(z) is a PL function for Ω.

Proposition 9.2 (PL for an entire strip). Let Ω = {z ∈ C : α < Re(z) < β} with α < β
finite. Then ϕ(z) = ek Im(z) is a PL function for Ω for any 0 < k < π/(β − α). Then
ϕ(z) = ek| Im(z)| is a PL function for Ω for any 0 < k < π/(β − α).

Proof. Let u ∈ SH(Ω) be upper semicontinuous on Ω, u ≤ M on ∂Ω, and u(z) ≤ ϕ(z)
for large z ∈ Ω. We want to show that u ≤ M on Ω. By the previous result, we get that
u ≤ max(M,L) on Ω1 = Ω ∩ {z : Im(z) > 0}, where L = max[α,β] u <∞. Similarly, using
z 7→ −z, we conclude that u ≤ max(M,L) on Ω2 = Ω ∩ {z : Im(z) < 0}. So u is bounded
on Ω.

We claim that any positive constant is a PL-function for Ω. It suffices to construct a
harmonic ψ ≥ 0 such that ψ(z)→∞ as |z| → ∞. We can take ψ(z) = Re(

√
z − γ), where

γ < α. Then ψ(z) = |z − γ|1/2 cos(arg(z − γ)/2) ∼ |z1/2| at ∞ in Ω. We conclude that
u ≤M on Ω. So ϕ(z) = ek| Im(z)| is a PL function for Ω.

Corollary 9.1 (Hadamard’s three line theorem). Let Ω = {z ∈ C : α < Re(z) < β}.
Let u ∈ SL(Ω), upper semicontinuous on Ω, u ≤ A on ∂Ω, and u(z) ≤ ek| Im(z)| for large
z ∈ Ω, where 0 < k < π/(β − α). Let M(x) = supRe(z)=x u(z) for α ≤ x ≤ β. Then M is
convex.

The proof is similar to ideas we’ve seen before, so we will just give the idea.

Proof. Here is the idea. Let a, b ∈ R be such that M̃(x) = M(x)− ax− b ≤ 0 for x = α, β.
Show that M̃(x) ≤ 0 for α ≤ x ≤ β. If ũ(z) = u(z) − aRe(z) − b, then ũ ∈ SH(Ω) has
the right growth at ∞, and M̃(x) = supRe(z)=x(z) =⇒ ũ ≤ 0 on ∂Ω. By the PL theorem

applied to ũ, ũ ≤ 0 in Ω. So M̃(x) ≤ 0 on [α, β].
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9.2 Cauchy’s integral formula for non-holomorphic functions

Theorem 9.1 (Cauchy’s integral formula for non-holomorphic functions). Let ω ⊆ C be a
bounded open set with piecewise C1 boundary, and let u ∈ C1(Ω). Then

u(z) =
1

2πi

∫
∂ω

u(ζ)

ζ − z
dζ0

1

π

∫∫
ω

∂u

∂ζ
(ζ)

1

ζ − z
L(dζ),

where L(dζ) is the Lebesgue measure in ω.

Remark 9.1. The integral over ω makes sense, as 1/ζ ∈ L1
loc(C):∫∫

|ζ|<1

1

|ζ|
L(dζ)

ζ=reit
=

∫∫
dr dt <∞.

Proof. Let v ∈ C1(ω). By Green’s formula,∫
∂ω
v(ζ) dζ

ζ=ξ+iη
=

∫
∂ω
v(ζ) dξ + iv(ζ)dη =

∫∫
ω

(
i
∂v

∂ξ
− ∂v

∂η

)
L(dζ) = 2i

∫∫
ω

∂v

∂z
L(dζ).

Apply this to v(ζ) = u(ζ)/(ζ − z) and ωε = {ζ ∈ ω : |ζ − z| > ε} for small ε. We get∫
∂ω

u(ζ)

ζ − z
dζ −

∫
|ζ−z|=ε

u(ζ)

ζ − z
dζ = 2i

∫∫
ωε

1

ζ − z
∂u

∂ζ
(ζ)L(dζ).

Letting ε→ 0+, we get ∫
|z−ζ|=ε

u(ζ)

ζ − z
dζ → 2πiu(z),

and ∫∫
ωε

1

ζ − z
∂u

∂ζ
L(dζ)→

∫∫
ω

1

ζ − z
∂u

∂ζ
(ζ)L(dζ) ∈ L1

by dominated convergence.
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10 Relationships Between Compactly Supported and Holo-
moprhic Functions

10.1 Solving the inhomogeneous Cauchy-Riemann equation

Last time, we proved the Cauchy integral formula for non-holomorphic functions.

Definition 10.1. When Ω ⊆ Rn is open and f : Ω → C is a function, we define the
support of f supp(f) = {x ∈ Ω : f(x) 6= 0} (closure with respect to Ω).

Definition 10.2. When 0 ≤ k ∈ N ∪ {∞}, let Ck0 (Ω) = {u ∈ Ck(Ω) : supp(u) ⊆
Ω is compact}.

Proposition 10.1. Let ψ ∈ Ck0 (C). Then there exists u ∈ Ck(C) solving the inhomoge-
neous Cauchy-Riemann equation

∂u

∂z
= ψ.

Proof. Apply Cauchy’s integral formula.

ψ(z) = − 1

π

∫∫
∂ψ

∂ζ
(ζ)

1

ζ − z
L(dζ)

Make the substitution ζ 7→ ζ + z.

= − 1

π

∫∫
∂ψ

∂ζ
(ζ + z)

1

ζ
L(dζ)

=
∂ψ

∂ζ

(
− 1

π

∫∫
ψ(ζ + z)

ζ
L(dζ)

)
.

We can differentiate under the integral sign because 1/ζ ∈ L1
loc, and ψ ∈ C1

0 . So we can
take

u(z) = − 1

π

∫∫
ψ(ζ)

ζ − z
L(dζ)

ζ→ζ+z
=

∫∫
ψ(ζ − z)

ζ
L(dζ) ∈ Ck(C).

10.2 Bounds on derivatives of holomorphic functons

Proposition 10.2. Let Ω ⊆ C be open, and let K ⊆ Ω be compact. Then there exists
ψ ∈ C1

0 (Ω) such that ψ = 1 in a neighborhood of K.

Here, ψ is called a cutoff function.

Proof. Let δ > 0 be such that dist(x,K) ≥ δ for any z ∈ C \ Ω, and let K̃ = {z ∈ C :
dist(z,K) < δ/2}. K̃ ⊆ Ω is compact. Let also ϕ ∈ C1(C) with ϕ ≥ 0, ϕ(z) = 0 for
|z| ≥ 1, and

∫∫
ϕ = 1. For example, we can take

ϕ(z) =

{
B(1− |z|2)2 |z| ≤ 1

0 |z| > 1
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for some B chosen so that
∫∫

ϕ = 1. Let ϕt(z) = t−2ϕ(z/t), where t > 0. Then supp(ϕt) ⊆
{|z| ≤ t}, and

∫∫
ϕt = 1 for any t.

Now consider

ψ(z) = 1K̃ ∗ ϕδ/3 =

∫∫
ϕδ/3(z − ζ)1K̃(ζ)L(dζ).

Then ψ ∈ C1(C). If ψ(z) 6= 0, then there exists ζ ∈ K̃ such that |z − ζ| ≤ δ/3. We get
that

dist(z,K) ≤ dist(ζ,K) + |zζ | ≤
δ

2
+
δ

3
≤ 5

6
δ < δ.

So supp(ψ) is a compact subset of Ω. That is, ψ ∈ C1
0 (Ω). Moreover, for z with dist(z,K) ≤

δ/12, dist(z − zζ,K) ≤ dist(z,K) + |ζ| < δ/2, so

ψ(z)− 1 =

∫∫
(1K̃(ζ)− 1)ϕδ/3(z − ζ)L(dζ) =

∫∫
(1K̃(z − ζ)− 1)ϕδ/3(ζ)L(dζ) = 1.

Remark 10.1. This construction is valid in any Euclidean space, not just C.

Proposition 10.3. Let f ∈ Hol(Ω). For any compact K ⊆ Ω and any open neighborhood
ω ⊆ Ω of K, we have for j = 0, 1, 2, . . . that there exists a constant Cj = Cj,ω,K such that

sup
z∈K
|f (j)(z)| ≤ Cj‖f‖L1(ω).

Proof. Let ψ be as in the previous proposition. Apply Cauchy’s integral formula to the
function ψf ∈ C1

0 (Ω) ⊆ C1
0 (C):

(ψf)(z) = − 1

π

∫∫
∂

∂ζ
(ψf)(ζ)︸ ︷︷ ︸
= ∂ψ

∂ζ
f

1

ζ − z
L(ζ)

for all z ∈ C. So for z in a neighborhood of K,

f(z) = − 1

π

∫∫
∂ψ

∂ζ
(ζ)

f(ζ)

ζ − z
L(dζ).

where the region of integration is supp(∂ψ
∂ζ

) ∩ K. Differentiating under the integral sign,
we get

f (j)(z) = −j!
π

∫∫
∂ψ

∂ζ
(ζ)

f(ζ)

(ζ − z)j+1
L(dζ).

So

‖f (j)‖L∞(K) ≤
j!

πδj+1

∥∥∥∥∂ψ∂ζ
∥∥∥∥
L∞
‖f‖L1(ω),

where |ζ − z| ≥ δ.
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11 Runge’s Theorem and Compact Exhaustion

11.1 Runge’s theorem

Last time, we showed that if Ω ⊆ C is open, K ⊆ Ω is compact, and f ∈ Hol(Ω), then

f(z) = − 1

π

∫∫
∂ψ

∂ζ

f(ζ)

ζ − z
L(ds),

where ψ ∈ C1
0 (Ω) and ψ = 1 near K.

Let Ω ⊆ C be open, and let Ω̃ ⊆ Ω be a connected component of Ω. Then Ω̃ is open,
and ∂Ω̃ ⊆ ∂Ω ⊆ C \ Ω.

Example 11.1. Let K ⊆ C be compact, and let Ω = C \ K. Then Ω has precisely 1
unbounded component. Indeed, if R > 0 is large, then {|z| > R} ⊆ Ω is connected, so it is
contained in a single component.

Theorem 11.1 (Runge). Let K ⊆ C be compact, and let A ⊆ C be such that any bounded
component of C \ K intersects A. Let f be holomorphic in a neighborhood of K. Then
for every ε > 0, there is a rational function r(z) = p(z)/q(z) with p, q polynomials and
q(z) 6= 0 (when z /∈ A) such that |f(z)− r(z)| ≤ ε for all z ∈ K.

Proof. We can use the previous formula for f , where Ω is our neighborhood of K where f
is holomorphic. Approximate the right hand side by a Riemann sum of the form

g(z) =
∑
j

aj
ζj − z

,

where ζj ∈ C \ K. Then approximate each 1/(ζj − z) by a rational function as in the
theorem, using a “pole-pushing” argument. By approximating with suitable polynomials,
we can “push” the pole from ζj to another point outside of A.

Corollary 11.1 (Runge’s theorem for polynomials). Let K ⊆ C be compact and simply
connected, and let f be holomoprhic in a neighborhood of K. Then f can be approximated
by polynomials in z, uniformly on K.

Remark 11.1. The condition that A meets every bounded component of C\K is necessary.
Let V be a bounded component of C \K, ket a ∈ V , and let f(z) = 1

z−a be holomorphic
in a neighborhood of K. Assume that for every ε > 0, there exists r(z) rational with no
poles in V such that |f(z) − r(z)| ≤ ε on K. Then |1 − (z − a)r(z)| ≤ Cε for all z ∈ K.
Now ∂V ⊆ K, so, by the maximum principle, |1− (z − a)r(z)| ≤ Cε for all z ∈ V . This is
a contradiction when we set z = a.

Definition 11.1. Let Ω ⊆ C be open, and let ω ⊆ Ω be open. Then ω is relatively
compact if ω is a compact subset of Ω.
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Corollary 11.2. Let Ω ⊆ C be open, and let K ⊆ Ω be compact. Assume that no compo-
nent of Ω\K is relatively compact in Ω. Then any function holomorphic in a neighborhood
of K can be approximated uniformly on K by functions in Hol(Ω).

Proof. In view of Runge’s theorem, we only need to check that if O is a bounded component
of C \K, then O ∩ (C \ Ω) 6= ∅. Indeed, if O ⊆ Ω, then O ⊆ Ω. Here, O is compact, and
O is a component of Ω \K.

11.2 Compact exhaustion

Proposition 11.1 (compact exhaustion with good properties). Let Ω ⊆ C be open. There
exist compact sets Kn ⊆ Ω such that

1. Kn ⊆ Kn+1 for n = 1, 2, . . . .

2.
⋃∞
n=1Kn = Ω.

3. Every bounded component of C \Kn intersects C \ Ω.

Proof. Set Kn = {z ∈ C : |z| ≤ n,dist(z,C \ Ω) ≥ 1/n}. Then we have the first two
properties. Let us check that each bounded component of C \ Kn contains a bounded
component of C \ Ω.

C \Kn = {|z| > n} ∪ {z : dist(z,C \ Ω) < 1/n}

= {|z| > n} ∪
⋃

a∈C\Ω

D(a, 1.n).

Let O be a bounded component of C \ Kn. Then O ⊆
⋃
a∈C\ΩD(a, 1/n). Thus, there

exists a ∈ C \ Ω such that D(a, 1/n) ⊆ Ω. Let V be the component of C \ Ω such that
a ∈ V . Then V ⊆ C \ Ω ⊆ C \Kn is connected, and V ∩ O 6= ∅. Thus, V ⊆ O, so V is
bounded.

Next time, we will show that if f ∈ Hol(Ω), there exist rational rn, holomoprhic in Ω,
such that rn → f locally uniformly.
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12 Applications of Runge’s Theorem

12.1 Locally uniform approximation of holomorphic functions

Last time, we showed that if Ω ⊆ C, we can find an increasing sequence Kn ⊆ Ω of compact
sets such that Ω =

⋃∞
n=1Kn and such that every bounded component of C \Kn contains

a bounded component contains a bounded component of C \ Ω.

Corollary 12.1. Let Ω ⊆ C be open, and let A ⊆ C \ Ω be such that each bounded
component of C \ Ω meets A. Let f ∈ Hol(Ω). Then there exist rational functions rn
that have no poles outside of A such that rn → f locally uniformly in Ω. If C \ Ω has
no bounded component,, then there exists a sequence of polynomials pn such that pn → f
locally uniformly in Ω.

Proof. Let (Kn) be a compact exhaustion as before. By Runge’s theorem and the property
of the compact exhaustion, for every n, there exists a rational function rn with no poles
outside of A such that |f − rn| ≤ 1/n on Kn. Since any compact K ⊆ KN ⊆ Kn for large
n ≥ N , we get rn → f uniformly on K.

If C \ Ω has no bounded component, then none of the sets C \ Kn has a bounded
component. By Runge’s theorem, for any n, there is a polynomial pn such that |f − pn| ≤
1/n on Kn. So pn → f locally uniformly in Ω.

Let Ĉ = C ∪ {∞} be the one-point compactification of C.

Corollary 12.2. Let Ω ⊆ C be such that Ĉ \ Ω is connected. Let f ∈ Hol(Ω). Then there
exist polynomials pn such that pn → f locally uniformly.

Proof. If suffices to show that C \Kn has no bounded component for all n. For contradic-
tion, let V be a bounded component of C \Kn. Then there is a bounded component C of
C \Ω such that C ⊆ V . In particular, (Ĉ \Ω)∩V 6= ∅. Let V ′ ⊆ Ĉ be the union of all the
other components of C\Kn (including the unbounded one) and {∞}. Then V ∩V ′ = ∅, V
and V ′ are open in Ĉ, and V ∪V ′ ⊇ Ĉ\Ω: (Ĉ\Ω)∩V 6= ∅, and (Ĉ\Ω)∩V ′ 6= ∅ (because
∞ is in the intersection). This contradicts the assumption that Ĉ \Kn is connected.

12.2 Solving the inhomogeneous Cauchy-Riemann equation

Earlier, we solved the inhomogeneous Cauchy-Riemann equation for functions which are
compactly supported. We even had a formula for it. Let’s show a related result for non-
compactly supported funcitons.

Theorem 12.1. Let Ω ⊆ C be open, and let f ∈ C1(Ω). Then there exists u ∈ C1(Ω) such
that ∂u

∂z = f in Ω.
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Proof. Let (Kj)j≥1 be a compact exhaustion of Ω, as before. Let ψj ∈ C1
0 (Ω) be such that

0 ≤ ψj ≤ 1 and ψj = 1 near Kj . Let

ϕj =

{
ψj − ψj−1 j > 1

ψj j = 1.

Then ϕj ∈ C1
0 (Ω), ϕj = 0 in a neighborhood of Kj−1, and sum

∑∞
j=1 ϕj has only finitely

many nonzero terms for each x ∈ Ω (and hence converges). We can calculate

∞∑
j=1

ϕj = lim
N→∞

N∑
j=1

ϕj = lim
N→∞

(ψ1 +
N∑
j=2

(ψj − ψj−1)) = lim
N→∞

(ψ1 + ψN − ψ1) = 1.

This is called a locally finite paritition of unity. Write f =
∑∞

j=1 ϕjf , where ϕjf ∈
C1

0 (Ω) ⊆ C1
0 (C). As ujf is compactly supported, there exists a function uj ∈ C1(C) such

that
∂uj
∂z = ϕjf (we can take uj(z) = (1/π)

∫∫
ϕjf(ζ)/(z − ζ)L(ds)).

Here is the problem: the sum
∑

j uj may not converge. We know that
∂uj
∂z = 0 in a

neighborhood of Kj−1, so uj is holomorphic near Kj−1. By Runge’s theorem, there exists
a function vj ∈ Hol(Ω) such that |uj − vj | ≤ 2−j on Kj−1 for all j. Now try the sum
u =

∑∞
j=1(uj − vj). We claim that u ∈ C1(Ω) and ∂u

∂z = f . Let K ⊆ Ω be compact, and
let N be such that K ⊆ KN . Then

u =
N∑
j=1

(uj − vj) +
∞∑

j=N+1

(uj − vj),

and |uj − vj | ≤ 2−j on K, so u ∈ C(Ω). Since ∂z(uj − vj) = 0 in a neighborhood of Kj−1,
uj−vj is holomorphic in a neighborhood of KN , where j ≥ N +1. So the sum of the series∑∞

j=N+1(uj − vj) is holomorphic in KN . Thus, u ∈ C1(Ω), and we compute in Ko
N :

∂

∂z
=

N∑
j=1

∂zj (uj − vj) =

N∑
j=1

ϕjf =


N∑
j=1

ϕj +

∞∑
j=N+1

ϕj︸ ︷︷ ︸
=0 in KN

 f = f.
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13 Mittag-Leffler’s Theorem and Infinite Products of Holo-
morphic Functions

13.1 Mittag-Leffler’s theorem

Last time, we showed that if Ω ⊆ C is open and f ∈ C1(Ω), then there exists some
u ∈ C1(Ω) such that ∂u

∂z = f in Ω. Here is an application.

Theorem 13.1 (Mittag-Leffler). Let Ω ⊆ C be open, and let A ⊆ Ω be a set with no limit
points in Ω. For each a ∈ A, let pa be a rational function of the form

pa(z) =

Na∑
j=1

caj
(z − a)j

for some caj where 1 ≤ Na < ∞. Then there exists a f ∈ Hol(Ω \ A) such that for all
a ∈ A, f − pa is holomorphic in a neighborhood of a.

Remark 13.1. In other words, f is a meromorphic function in Ω with poles only in A,
and for any a ∈ A, pa is the singular part of the Laurent expansion of f at a.

Proof. The idea is to solve the problem first in the smooth (C1) category and then correct
a smooth solution to get a holomorphic solution solving a ∂-problem.

The set A is at most countable, and we may assume A is infinite: A = {a1, a2, . . . }.
Let Uj ⊆ Ω be a small neighborhood of aj such that U j ∩ U ` = ∅ for j 6= `, and let
ϕj ∈ Ck0 (Uj), where k ≥ 2, be such that ϕj = 1 in a neighborhood of aj . Define

g(z) =
∞∑
j=1

pa−j(z)ϕj(z)

for z ∈ Ω \ A. For every compact K ⊆ Ω, Uj ∩ K = ∅ for all but finitely many j. So
g ∈ Ck(Ω \A), and near aj , g − paj ≡ 0 ∈ CK .

Next, compute

∂g

∂z
=
∞∑
j=1

∂

∂z
(pajϕj) =

∞∑
j=1

paj
∂ϕj
∂z

,

which is 0 near aj for any j. Since ∂g
∂z = 0 on A, ∂g

∂z extends to a Ck−1 function on

Ω: ∂g
∂z ∈ Ck−1(Ω) ⊆ C1(Ω). Now let u ∈ C1(Ω) be such that ∂u

∂z = ∂g
∂z in Ω. Define

f(z) = g(z) − u(z) ∈ C1(Ω \ A). Then ∂f = 0, so f ∈ Hol(Ω \ A). In a neighborhood of
aj ∈ A, we write

f − paj = g − paj︸ ︷︷ ︸
∈Ck near aj

− u︸︷︷︸
∈C1

.

Then f − pa−j is bounded in a set of the form 0 < |z − aj | < rj for small rj , so f − pj has
a removable singularity at aj . So f − paj is holomorphic near aj for all j.
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13.2 Infinite products of holomorphic functions

Next, we will discuss Weierstrass’s theorem, which basically says that any subset of Ω ⊆ C
with no limit points in Ω is the zero set of some holomorphic function. The idea is to try
infinite products of holomorphic functions. You can see how Mittag-Leffler’s theorem is
inspired by this result.2

Proposition 13.1. Let Ω ⊆ C be open, and let (fj) be a sequence in Hol(Ω). Assume that
for every compact K ⊆ Ω, there exists N ∈ N and a convergence series

∑∞
j=N Mj < ∞

with Mj ≥ 0 such that fj is nonvanishing on K for all j ≥ N and that |Log(fj(z))| ≤Mj,
wher j ≥ N , and z ∈ K. This is the principal branch of log: arg ∈ (−π, π]. Then the
sequence (

∏n
j=1 fj) converges locally uniformly in Ω, f(z) := limn→∞

∏n
j=1 fj(z) ∈ Hol(Ω),

and we write f(z) =
∏∞
j=1 fj(z). The zeros of f are given by the union of the zeros of the

fj, counting multiplicities.

Proof. Let K ⊆ Ω be compact, and let N,Mj be as in the proposition. For j ≥ N , write
fj = eLog(fj). Then

n∏
j=N

fj = exp

 n∑
j=N

Log(fj)


︸ ︷︷ ︸

converges uniformly on K

,

so, using |ez − ew| ≤ emax(Re(z),Re(w))|z − w|, we write∣∣∣∣∣∣
n∏

j=N

−
m∏
j=N

fj

∣∣∣∣∣∣ ≤ CK
m∑

j=n+1

|Log(fj)| → 0

uniformly on K. To show that |ez − ew| ≤ emax(Re(z),Re(w))|z − w|, note that

ez − ew =

∫ 1

0

f

dt
etz+(1−t)w dt.

Example 13.1. Assume that (fj) ∈ Hol(Ω) is such that for every compact K ⊆ Ω, we
have

∑∞
j=1 supK |1−fj | <∞ (normal convergence on each compact). Then the proposition

applies, and the product
∏∞
j=1 fj converges locally uniformly in Ω.

2Mittag-Leffler was a student of Weierstrass.

37



14 Weierstrass’s Theorem

14.1 Constructing holomorphic functions with a given zero set

Here is Weierstrass’s theorem, which allows us to construct holomorphic functions with a
prescribed zero set.

Theorem 14.1 (Weierstrass). Let Ω ⊆ C be open, and let A ⊆ Ω be a set with no limit
point in Ω. Assume that for any a ∈ A, we are given a positive integer n(a). There exists
f ∈ Hol(Ω) such that f−1({0}) = A, and the multiplicity of each a ∈ A is n(a).

Proof. We may assume that A is infinite and write A = {ak, k = 1, 2, . . . } with ak 6= ak′ if
k 6= k′. Call nk := n(ak). We shall try to construct f as an infinite product of the form

∞∏
k=1

(z − ak)nkegk(z),

where gj ∈ Hol(Ω) are chosen to achieve convergence.
Introduce the compact exhaustion Kj = {z ∈ C : |z| ≤ j,dist(z,C \ Ω) ≥ 1/j}. For

each k, we have ak ∈ Kj for all j large enough. Define the sequence

j(k) =

{
1 ak ∈ K1

max{j : ak /∈ Kj} ak /∈ K1.

We have j(k)→∞ as k →∞: If j(k) < M for some M , for infinitely many k, ak /∈ Kj(k)

for all large k. Then ak ∈ Kj(k)+1 ⊆ KM for infinitely many K, which cannot occur since
A has no limit points in Ω.

We claim that for any k large enough, there exists f ∈ Hol(Ω) such that f−1
k ({0}) =

{ak}, the multiplicity of ak is nk, and such that there is a holomorphic branch gk of log(fk)
in a neighborhood of Kj(k). We have ak /∈ Kj(k), so |ak|j(k) or dist(ak,C \ Ω) < 1/j(k).
We deal with each case:

1. |ak| > j(k): Take fk(z) = (z − ak)
nk and then take a holomorphic branch Lk of

log(z − ak) in C \ {tak, t ≥ 1} ⊇ Kj(k). Then gk = nkLk.

2. dist(ak,C \ Ω) < 1/j(k): This distance is
∫
z∈C\Ω |ak − z|, and pick bk ∈ C \ Ω such

that dist(ak,C \ Ω) = |ak − bk|. This is the infimum of a continuous function over a
closed set, and it goes to ∞ as |z| → ∞, so the value is achieved; moreover, bk ∈ ∂Ω.
Take

fk(z) =

(
z − ak
z − bk

)nk
∈ Hol(Ω).

Then {tak + (1− t)bk : 0 ≤ t ≤ 1} ∩Kj(k) = ∅ because dist(tak + (1− t)bk,C \Ω) ≤
t|ak − bk| < 1/j(k). Now the Möbius transformation

T (z) =
z − ak
z − bk
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maps C \ [ak, bk] to C \R−, and thus we can take gk(z) = nk Log(Tk(z)), where this
is the principal branch of Tk. So gk is holomorphic in a neighborhood of Kj(k).

This proves the claim.
Now any bounded component of C \ Kj(k) meets C \ Ω, so by Runge’s theorrem, for

any k, there is a holomorphic function hk ∈ Hol(Ω) such that |gk − hk| ≤ 2−k on Kj(k).

Define f̃k := e−hkfk ∈ Hol(Ω). Then f̃k does not vanish on Kj(k). On Kj(k), f̃k = egk−hk ,

so (using |ez − 1| ≤ |z|e|z|) we get |f̃k − 1| ≤ 2−ke on Kj(k). If K ⊆ Ω, then K ⊆ Kj(k) for
large k (as j(k)→∞ when k →∞), and this estimate shows that the infinite product

f =
∞∏
k=1

fk

converges locally uniformly and defines f ∈ Hol(Ω) which solves the problem.

14.2 Characterization of meromorphic functions

Weierstrass’s theorem gives us an immediate way to characterize meromorphic functions.

Corollary 14.1. Let g be meromorphic in Ω. Then g = f/h, where f, h ∈ Hol(Ω).

Proof. Let h ∈ Hol(Ω) be such that the set of zeros of h agrees with the set of poles of g,
with multiplicities. Then f := gh ∈ Hol(Ω).
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15 Corollaries of Weierstrass’s Theorem and Entire Func-
tions of Finite Order

15.1 Existence of a holomorphic function with given Taylor expansion
near infinitely many points

Last time, we proved Weierstrass’s theorem, which says that if A ⊆ Ω is a set with no limit
points, then we can construct f ∈ Hol(Ω) with zero set A (with multiplicities).

Proposition 15.1. Let Ω ⊆ C be open, and let A = {αj}∞j=1 be an infinte set with no limit
points in Ω. For each j ≥ 1, let mj ≥ 0 be an integer, and let fj be holomorphic near αj.
Then there exists some f ∈ Hol(Ω) such that for all j, f(z)− fj(z) is O(|z − αj |mj+1) as
z → αj. (Thus, the Taylor expansion of f can be prescribed up to order m at each αj.)

Proof. By Weierstrass’s theorem, we can construct g ∈ Hol(Ω) have zeros of order mj + 1
at αj for all j. By Mittag-Leffler’s theorem, there exists a meromorphic function h in Ω
with poles at {αj} only such that h − fj/g = rj is holomorphic near αj for all j. Define
f = gh ∈ Hol(Ω \ A). Then f/g − fj/g is holomorphic near αj , so f − fj is holomorphic
near αj . So f ∈ Hol(Ω). Also, f − fj = rjg, where rj is O(1) and g is O(|z − aj |mj+1) as
z → αj .

15.2 Existence of a holomorphic function which cannot be extended

Here is another corollary of Weierstrass’s theorem.

Corollary 15.1. Let Ω be open. There exists f ∈ Hol(Ω) which cannot be continued
analytically to any larger open set. More precisely, if a ∈ Ω, g ∈ Hol(D(a, r)), and f = g
near a, then D(a, r) ⊆ Ω.

We say that Ω is the natural domain of holomorphy for f .

Proof. Let {αk}∞k=1 be an enumeration of all points in Ω with rational coordinates. Let
(zj)

∞
j=1 be a sequence in Ω such that each αk such that each αk occurs an infinite number of

times: (α1, α1, α1, α2, α1, α2, α3, α1, . . . ). Choose a compact exhaustion of Ω: Kj ⊆ Ω with
Kj ⊆ Ko

j+1 and
⋃
jKj = Ω. Let rj = dist(zj ,C \ Ω) so that D(zj , rj) is the largest open

disc centered at zj contained in Ω. For each j, let wj ∈ D(zj , rj) \Kj . We let A = {wj};
each compact set is contained in Kj for some j, so A has no limit points in Ω. Thus there
exists f ∈ Hol(Ω) such that f−1({0}) = A. Now let a ∈ Ω have rational coordinates and
consider D(a, r), where r = dist(a,C\Ω). We have: a = zj for infinitely many j, so D(a, r)
contains infinitely many points wj . Thus, by the uniqueness of analytic continuation, no
function which is equal to f near a can be holomorphic in any larger disc centered at a.

Remark 15.1. When n > 1, this property does not hold for functions in Cn.
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15.3 Entire functions of finite order

Definition 15.1. We that f ∈ Hom(C) is of finite order if there is some σ ∈ R such that
|f(z)| ≤ Ce|z|σ for all z ∈ C for some C > 0. The order ρ of f is the infimum of such σ.

Observe that ρ ∈ [0,∞). Also, f has order ρ iff for all ε > 0, f(z)/e|z|
ρ+ε

is bounded
on C and f(z)/e|z|

ρ−ε
is unbounded on C.

Example 15.1. Polynomials have order 0.

Example 15.2. ez, cos(z), and sin(z) all have order 1. The function zez still has order 1.
The function ez

m
has order m.

Example 15.3. The order need not be an integer. For example, cos(
√
z) (defined by its

Taylor expansion) has order 1/2.

Example 15.4. Let f ∈ L1(R) be compactly supported; that is, there exists some R such
that f(x) = 0 for a.e. x with |x| > R. Then the Fourier transform of f ,

f̂(ξ) =

∫
e−ixξf(x) dx

for ξ ∈ R, can be extended to the entire function

f̂(ζ) =

∫
e−ixζf(x) dx

for ζ ∈ C. Then

|f̂(ζ)| ≤
∫ R

−R
ex Im(ζ)|f(x)| dx ≤ eR|ζ|‖f‖L1 ,

so f̂ is of order ≤ 1.

Remark 15.2. Let M(r) = max|z|=r |f(z)|. We have

ρ = lim sup
r→∞

log(log(M(r)))

log(r)
= lim

R→∞

(
sup
r≥R

log(log(M(r)))

log(r)

)
.
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16 Jensen’s Formula

16.1 Example of entire functions of finite order

Last time, we talked about entire holomorphic functions of finite order (|f(z)| ≤ Ce|z|σ for
some σ ∈ R).

Proposition 16.1. Let f be entire of finite order ρ which is nonvanishing. Then f = eg,
where g is a polynomial of degree ρ.

Proof. Write f = eg, where g is entire. For any ε > 0, there exists a constant Cε such that

|f(x)| ≤ Cεe|z|
ρ+ε
.

So Re(g(z)) ≤ |z|ρ+ε + C̃ε. By the Borel-Carathéodory inequality (proved in homework),
g is a polynomial of degree ≤ ρ. As f has order ρ, we get deg(g) = ρ.

16.2 Jensen’s formula

Theorem 16.1 (Jensen’s formula). Let f ∈ Hol(|z| < R), and assume that f(0) 6= 0. Let
0 < r < R, and let z1, . . . , zn be the zeros of f in the disc |z| < r, each zero repeated
according to its multiplicity. Set rj = |zj | for each 1 ≤ j ≤ n. Then

1

2π

∫ 2π

0
log |f(reiϕ)| dϕ = log

(
|f(0)|rn

r1 · · · rn

)
.

If f has no zeros, this integral equals log |f(0)|.

Proof. Replacing f(z)) by f(rz), we can assume that r = 1. Split into cases of increasing
generality:

1. f 6= 0 on |z| ≤ 1: Then log |f | is harmonic in a neighborhood of |z| ≤ 1, and Jensen’s
formula follows from the mean value property.

2. f 6= 0 on |z| = 1: Let

Bj(z) =
zj(z − zj)
rj(zjz − 1)

.

This is called a Blaschke factor. Then Bj is holomorphic near |z| ≤ 1. Bj has a
simple zero atzj only, and |Bj(z)| ≤ 1 when |z| = 1. Define g = f/(B1 · · ·Bn); g
is holomorphic near |z| ≤ 1, nonvanishing, and |g| = |f | when |z| = 1. Apply the
previous step to g to get

1

2π

∫ 2π

0
log |f(eiϕ)| dϕ = log |g(0)| = log

(
|f(0)|
r1 · · · rn

)
.
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3. f has (finitely many) zeros on |z| = 1: Apply Jensen’s formula to |z| < r, where
r < 1 is close to 1:

1

2π

∫ 2π

0
log |f(reiϕ)| dϕ = log |g(0)| = log

(
|f(0)|rn

r1 · · · rn

)
.

Let r → 1, and pass to the limit using dominated convergence. If f(eiϕ0) = 0,
estimate | log |f(reiϕ)| as r → 1 and |ϕ− ϕ0| is small: f(z) = (z − eiϕ0)mg(z), where
g is non-vanishing. We need to consider only | log |r− eiψ|| as r → 1 and ψ is near 0.
We get that | log |r − eiψ|| ≤ C(1 + log(1/|ψ|)). In particular,

|r − eiψ|2 = r2 + 1− 2r cos(ψ) = rψ2 +O(ψ4),

where we have used cos(ψ) = 1 − ψ2/2 + O(ψ4). Altogether, if ϕ1, · · ·ϕk are the
arguments of the zeros of f along the circle |z| = 1, we get:

| log |f(reiϕ)| ≤ C

1 +

k∑
j=1

log+

(
1

|ϕ− ϕj |

) ∈ L1,

where log+(t) = max(log(t), 0). So we can indeed apply the dominated convergence
theorem to get Jensen’s formula.

16.3 Number of zeros in a disc

Corollary 16.1. Let f ∈ Hol(|z| < R), and let n = n(r) be the number of zeros of f in
|z| < r, counted with multiplicities. Let the zeros be z1, . . . , zn(r) with rj = |zj |. Then

1

2π

∫ 2π

0
log |f(reiϕ)| dϕ− log |f(0)| =

∫ r

0

n(t)

t
dt.

Proof. Rewrite Jensen’s formula using the following computation:

log

(
rn

r1 · · · rn

)
=

n∑
j=1

∫ r

rj

1

t
dt

=
n∑
j=1

∫ r

0

1(rj ,∞)(r)

t
dt

=

∫ r

0

1

t

 n∑
j=1

1(rj ,∞)(r)


︸ ︷︷ ︸

=n(t)

dt

=

∫ r

0

n(t)

t
dt.
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Remark 16.1. In particular,∫ r

0

n(t)

t
dt ≥

∫ r

r/2

n(t)

t
dt ≥ n(r/2) log(2).

Next time, we will use Jensen’s formula to prove the following fact about entire functions
of finite order.

Theorem 16.2. Let f be entire of finite order ρ, and let n(r) = |{z : |z| < r.f(z) = 0}|.
Then for all ε > 0 and r ≥ 1,

n(r) ≤ Cεrρ+ε.
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17 Factorization of Entire Functions of Finite Order

17.1 Number of zeros of entire functions of finite order

Last time, we proved Jensen’s formula.

Theorem 17.1. Let f be entire of finite order ρ, and let n(r) = |{z : |z| < r, f(z) = 0}|.
Then for all ε > 0 there exists a constant Cε such that

n(r) ≤ Cεrρ+ε

for all r ≥ 1.

Proof. If f(0) 6= 0, then ∫ 2r

0

n(t)

t
dt ≥

∫ 2r

r

n(t)

t
dt = n(r) log(2),

where the inequality comes from the fact that n is increasing. Using Jensen’s formula,

log(2)n(r) ≤ 1

2π

∫ 2π

0
log |f(reiϕ)| dϕ+ C ≤ Cε + Crρ+ε + C ≤ Cεrρ+ε.

If f(0) = 0, apply the previous argument to g(z) = f(z)/zm, where m is the multiplicity
of 0. Since n(r) = ng(r) +m, we get the result.

17.2 Weierstrass factors and Weierstrass’ theorem for C

Definition 17.1. When m ≥ 0 is an integer, we define the Weierstrass factors3 as

Em(z) = (1− z)e
∑m
i=1 z

j/j .

Remark 17.1. We would like to consider infinite products of the form∏
(1− z/ak)e−g(z/ak),

where |ak| → ∞ and where g should approximate log(1−z) = −
∑∞

j=1 z
j/j for |z| < 1. The

idea of the Weierstrass factors is that the factors are the partial sums of this approximation.

Lemma 17.1. For all |z| < 1,

|1− Em(z)| ≤ |z|m+1.

3Weierstrass used these in his proof of Weierstrass’ theorem. We did not.
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Proof. Let h(z) = 1− Em(z), so h(0) = 0. Compute

h′(z) = e
∑m
j=1 z

j/j(1 + zϕ′(z)− ϕ′(z))′ = zme
∑m
j=1 z

j/j .

So h(z) = O(|z|m+1), and we see that h(z)/zm+1 is holomorphic on C. We have

h′(z) = zm(1 + a1z + a2z
2 + · · · )

with aj ≥ 0 for all j. Integrating, we get

h(z) = zm+1(b0 + b1z + b2z
2 + · · · ),

with bj ≥ 0 for all j. If we write g(z) = h(z)/zm+1, then

|g(z)| ≤ g(|z|) ≤ g(1) = h(1) = 1.

Theorem 17.2 (Weierstrass’ theorem for C). Let (ak)
∞
k=1 be a sequence in C \ {0} such

that |ak| → ∞ as k →∞. Then the canonical product

f(z) =

∞∏
k=1

Ek(z/ak)

converges locally uniformly in C and defines an entire function f such that f−1({0}) = {ak}
and the multiplicity of a ∈ f−1({0}) is the number of k such that a = ak.

Proof. It suffices to check that for any compact set K ⊆ C,

∞∑
k=1

sup
K
|1− Ek(z/ak)| <∞.

K ⊆ {|z| ≤ |ak|/2} for all k large enough, and by the lemma,

|a− Ek(z/ak)| ≤ |z/ak|k+1 ≤ 2−k.

The result follows.

17.3 Factorization of entire functions of finite order

Now assume that f is entire of finite order ρ with the zeros ak 6= 0 counted with multiplic-
ities such that |a1| ≤ |a2| ≤ · · · and |ak| → ∞.

Proposition 17.1. The series
∞∑
k=1

1

|ak|m+1
<∞.

provided that m > ρ− 1.

46



Proof. Write

∑
|ak|≥1

|ak|−m−1 =
∞∑
j=0

 ∑
2j≤|ak|≤aj+1

|ak|−m−1


︸ ︷︷ ︸

2−j(m+1)n(2j+1)

≤
∞∑
j=0

Cε2
(j+1)(ρ+ε)2−j(m+1)

≤ Cε
∞∑
j=0

2j(ρ+ε−m−1 <∞

if ρ+ ε < m+ 1.

Proposition 17.2. Let m be the smallest integer such that m > ρ − 1 (so that m ≤ ρ <
m+ 1). The canonical product

∞∏
k=1

Em(z/ak)

converges locally uniformly in C.

Remark 17.2. The improvement here is that we can use a fixed Weierstrass factor here
instead of having it depend on k.

Proof. If |z| < ak/2, then |1− Em(z/ak)| ≤ |z/ak|m+1. So for compact K ⊆ C,∑
sup
K
|1− Em(z/ak)| <∞.

To summarize, we can write:

f(z) = eg(z)zp
∞∏
k=1

Em(z/ak),

where o is the multiplicity of 0 as the zero of f , and g is entire. This will allow us to
understand the structure of entire functions of finite order in the following way:

Theorem 17.3 (Hadamard). The function g is a polynomial of degree ≤ ρ.
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18 Hadamard Factorization

18.1 Lower bound on the product of Weierstrass factors

Let f be entire of finite order ρ, with zeros (ak) such that 0 < |a1| ≤ a2| ≤ · · · . Let m ∈ N
be such that m ≤ ρ < m+ 1. Then we have the Hadamard factorization:

f(z) = eg(z)zp
∞∏
k=1

Em(z/ak),

where g is entire, and p is the order of the zero at z = 0.

Theorem 18.1 (Hadamard). The function g is a polynomial of degree ≤ p.

We need a good lower bound on the canonical product away from the zeros {ak}.

Proposition 18.1. For any s ∈ R such that ρ < s < m+1, there is a constant Cs = C > 0
such that ∣∣∣∣∣

∞∏
k=1

Em(z/ak)

∣∣∣∣∣ ≥ e−C|z|s
for all z ∈ C \

⋃
D(ak, |ak|−m−1).

Proof. We need the following 2 estimates for Em(z):

1. |Em(z)| ≥ e−C|z|m+1
when |z| < 1/2: Write

Em(z) = (1− z)e
∑m
j=1 z

/j = ew,

where

w = log(1− z) +
m∑
j=1

zj

j
= −

∞∑
j=m+1

zj

j
.

So |w| ≤ 2|z|m+1, and the estimate follows.

2. Em(z)| ≥ |1− z|e−C|z|m when |z| > 1/2: Write

|Em(z)| ≥ |1− z|e−|
∑m
j=1 z

j/j|,

where ∣∣∣∣∣∣
m∑
j=1

zj

j

∣∣∣∣∣∣ ≤ |z|m
m∑
j=1

1

|z|m−j
≤ C|z|m.
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We write next

∞∏
j=1

Em(z/ak) =
∏

|z/ak|<1/2

Em(z/ak)︸ ︷︷ ︸
=A

∏
|z/ak|≥1/2

Em(z/ak)︸ ︷︷ ︸
=B

.

The first estimate gives

|A| ≥
∏

|z/ak|<1/2

e−C|z/ak|
m+1

= e
−C|z|m+1

∑
|ak|>2|z| 1/|ak|m+1

.

Now if ρ < s < m + 1, then
∑

1/|ak|s < ∞ (by the same argument as in last lecture).
Then |ak|−m−1 = |ak|−s|ak|s−m−1 ≤ C|ak|−s|z|s−m−1, so we get the lower bound

|A| ≥ e−Cs|z|s .

Next, the second estimate gives

|B| ≥
∏

|z/ak|>1/2

|1− z/ak|
∏

|z/ak|≥1/2

e−C|z/ak|
m

︸ ︷︷ ︸
=exp(−C|z|m

∑
1/|ak|m)

.

To bound this second term, we have |ak|−m = |ak|−s|as−mk ≤ C|z|s−m|ak|−s, so∏
|z/ak|≥1/2

e−C|z/ak|
m ≥ e−Cs|z|s .

Finally, using |z − ak| ≥ 1/|ak|m+1 for all k, we get∏
|z/ak|≥1/2

|1− a/zk| ≥
∏

|z/ak|≥1/2

1

|ak|m+2
.

Taking logs, we get∑
|ak|≤2|z|

(m+ 2) log |ak| ≤ O(1) log(2|z|) n(2|z|)︸ ︷︷ ︸
≤Cε|z|ρ+ε

≤ O(1)|z|s.

The result follows.
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18.2 Proof of Hadamard’s theorem

Let Ω = C \
⋃
D(ak, 1/|ak|m+1) be the domain from the previous proposition.

Proposition 18.2. There exists a sequence Rk →∞ such that {|z| = Rk} ⊆ Ω.

Proof. Recall that
∑∞

k=1 1/|ak|m+1 < ∞. Pick N so that
∑∞

k=N 1/|ak|m+1 < 1/2. Set
Ak = {x ∈ R : |x − |ak|| ≤ |ak|−m−1}. Then

∑∞
k=N < 1. Given L ∈ N large, let

r ∈ [L1, L+ 1] \
⋃∞
k=N Ak; the set

⋃∞
k=N Ak has Lebesgue measure < 1. Then if |z| = r,

|z − ak| ≥ ||z| − |ak|| ≥
1

|ak|m+1
.

If L ≥ L0 for large L0, we also get

|z − ak| ≥
1

|ak|m+1

for 1 ≤ k ≤ N , and the result follows.

Now we can prove Hadamard’s theorem. Recall that we have

f(z) = eg(z)zp
∞∏
k=1

Em(z/ak).

Proof. When |z| = Rj , we have

|eg(z)| = |f(z)|
|zp|

∏
Em(z/ak)︸ ︷︷ ︸

≥Cε exp(−|z|ρ+ε)

≤ Cεe|z|
ρ+ε

for al ε > 0. By the Borel-Carathéodory estimate, which says

sup
|z|=r
|g(z)| ≤ 2r

R− r
sup
|z|=R

Re(g(z)) +
R+ r

R− r
|g(0)|, r < R,

there exists a sequence Rj →∞ such that

|g(z)| ≤ Cε + |z|ρ+ε, |z| = Rj , j = 1, 2, . . .

By the usual Cauchy’s estimates argument, g is a polynomial of degree ≤ ρ.
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19 Applications of Hadamard Factorization and Properties
of the Γ-Function

19.1 Minimum modulus theorem and range of entire functions of finite
order

Last time, we proved the Hadamard factorization for entire functions of finite order:

f(z) = eg(z)zp
∞∏
k−1

Em(z/ak),

where (ak) are the zeros of f such that 0 < |a1| ≤ |a2| ≤ · · · , p is the order of the zeros
at 0, m ≤ ρ < m+ 1, and g is a polynomial of degree ≤ ρ. We have for all s ∈ (ρ,m+ 1)
there exists some C > 0 such that∣∣∣∏Em(z/ak)

∣∣∣ ≥ e−C|z|s , z ∈ C \
⋃
D(ak, 1/|ak|m+1).

Our analysis of this gives us the following facts:

Corollary 19.1 (minimum modulus theorem). For every ε > 0, there exists an R > 0
such that

|f(z)| ≥ e−|z|ρ+ε , |z| ≥ R, z ∈ C \
⋃
D(ak, 1/|ak|m+1).

Corollary 19.2. Let f be entire of finite order ρ /∈ N. Then f assumes every complex
value infinitely many times.

Proof. For any w ∈ C, f, f−w are entire of the same order, so it suffices to show that f has
infinitely many zeros. If f has only finitely many zeros, then the Hadamard factorization
gives f(z) = p(z)eg(z), where p, g are polynomials. The order of such a function is the
degree of g, which is an integer.

19.2 Factorization of sine

Example 19.1. Let f(z) = sin(πz). This is entire of order 1, and f−1({0}) = Z. Write
Z \ {0} as {ak : k = 1, 2, . . . } with a2j = −j for j ≥ 1 and a2j+1 = j+ 1, for j ≥ 0. We can
write

sin(πz) = eg(z)z

∞∏
k=1

E1(z/ak)

= eg(z)z
∞∏
k=1

(1− z/ak)ez/ak
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= eg(z)z

∞∏
j=1

(1 + z/j)e−z/j
∞∏
j=0

(1− z/(j + 1))ez/(j+1)

= eg(z)z

∞∏
j=1

(1 + z2/j2)

eg is even, and g is a polynomial of degree ≤ 1. So g(z) = g(= z) + 2πki for some k ∈ Z.
If g(z) = αz + β, then α = 0.

= eβz
∞∏
j=1

(1 + z2/j2).

To find β, differentiate and take z = 0 to get π = eβ. This gives us the classical factorization
formula:

sin(πz) = πz
∞∏
j=1

(1− z2/j2).

19.3 The Γ-function

Definition 19.1. The Γ-function is defined by

Γ(a) =

∫ ∞
0

ta−1e−t dt, Re(a) > 0.

The integral converges locally uniformly in Re(a) > 0 and defines a holomorphic func-
tion in this region. We have

Γ(a+ 1) = lim
ε→0+
R→∞

∫ R

ε
e−tta dt = lim

ε→0+
R→∞

(
−tae−t

∣∣R
ε

+

∫ R

ε
ata−1e−t dt

)
= aΓ(a),

when Re(a) > 0. In particular, since Γ(1) = 1, we have

Γ(n) = (n− 1)!, n ≥ 1.

Proposition 19.1. The Γ-function has a meromorphic continuation to C with simple poles
at the nonpositive integers {0,−1,−2, . . . }. The residue at −N is (−1)N/N !.

Proof. For N ∈ N with N > 0, write

Γ(a+N + 1) = (a+N)Γ(a+N)

= (a+N)(a+N − 1)Γ(a+N − 1)

= · · ·
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= (a+N) · · · (a+ 1)aΓ(a).

So we can write

Γ(a) =
Γ(a+N + 1)

(a+N) · · · (a+ 1)a
.

The right hand side is meromorphic in Re(a) > −N −1. Thus, Γ extends meromorphically
to all of C with the poles {0,−1,−2, . . . }. Compute

Res(Γ,−N) = lim
a→−N

(a+N)Γ(a) =
(−1)N

N !

Remark 19.1. We have Γ(a+ 1) = aΓ(a) for a ∈ C \ {0,−1,−2, . . . }.

We want to apply Hadamard factorization to Γ, but it is not entire. However, 1/Γ is
entire. We will use the following property of the Γ function:

Proposition 19.2 (reflection identity). For a ∈ C \ Z,

Γ(a)Γ(1− a) =
π

sin(πa)

Proof. It suffices to show the identity when 0 < Re(a) < 1. Write

Γ(1− a) =

∫ ∞
0

e−xx−a dx
x=ty
= = t

∫ ∞
0

e−ty(ty)−a dy.

so we may write

Γ(a)Γ(1− a) =

∫ ∞
0

e−tta−1t

(∫ ∞
0

e−ty(ty)−a dy

)
dt =

∫∫
t≥0,y≥0

e−t(1+y)y−a dy dt

=

∫ ∞
0

y−a

1 + y
dy

=
π

sin(πa)
.

To show the last equality apply the residue theorem to

f(z) =
zb−a

1 + z

with 0 < b < 1 and 0 < arg(z) < 2π, using a “keyhole contour.” We get∫
γ
f(z), dz → (1− e2πi(b−1))

∫∞
0
xb−1

1 + x
dx,

where the left hand side equals 2πi(−1)b−1.

Next time, we will show that 1/Γ is entire of order 1.
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20 Uniqueness of the Γ-Function and Hadamard Factoriza-
tion of 1/Γ

20.1 Uniqueness of the Γ-function

Last time, we defined the Γ-function

Γ(z) =

∫ ∞
0

tz−1e−t dt.

We saw that Γ ∈ Hol(Re(z) > 0) and extends meromorphically to all of C with simple
poles at {0,−1,−2, . . . }. We also saw that

Γ(z + 1) = zΓ(z),

Γ(z)Γ(1− z) =
π

sin(πz)
,

the latter of which is called the “reflection identity.”
The functional equation actually characterizes Γ.

Proposition 20.1. Let f ∈ Hol(Re(z) > 0) be such that f(z + 1) = zf(z), and assume
that f is bounded in 1 ≤ Re ≤ 2. Then f(z) = f(1)Γ(z).

Proof. Consider f̃(z) = f(z) − f(1)Γ(z). We have f̃(z + 1) = zf̃(z), so f̃ extends mero-
morphically to C with simple poles at {0,−1,−2, . . . }, and we can write

f̃(z) =
f̃(z +N − 1)

z(z + 1) · · · (z +N)
, Re(z) > −N − 1.

So Res(f̃ ,−N) = limz→−N (z + N)f̃(z) = 0 for all N . So f̃ is entire. Set ũ(z) = f̃(z) =
f̃(z)f̃(1− z) ∈ Hol(C), and we get

ũ(z + 1) = f̃(z + 1)f̃(−z) = zf̃(z)
1

−z
f̃(1− z) = −ũ(z).

So ũ is antiperiodic and bounded in 1 ≤ Re(z) ≤ 2, so ũ is constant. So we get ũ(z) =
ũ(1) = 0.

20.2 Hadamard factorization of 1/Γ

Theorem 20.1. The function 1/Γ is entire of finite order 1 with the Hadamard factoriza-
tion

1

Γ(z)
= eγzz

∞∏
k=1

(1 + z/k)e−z/k,

where γ = limN→∞
∑N

n=1 1/n− log(N) is the Euler constant.
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Proof. We have the reflection identity

1

Γ(z)
= Γ(1− z)sin(πz)

π

for all z ∈ C. The sine term is of order 1. We have

Γ(z) =

∫ 1

0
e−ttz−1 dt+

∫ ∞
1

e−ttz−1 dt

=
∞∑
j=0

∫ 1

0

(−t)j

j!
tz−1 dt+

∫ ∞
1

e−ttz−1 dt

=
∞∑
j=0

(−1)j

j!(j + z)
+

∫ ∞
1

e−ttz−1 dt︸ ︷︷ ︸
∈Hol(C)

.

The series defines a meromorphic function in C with poles at {0,−1,−2, . . . } since for every
compact set K ⊆ C, the functions (−1)j/(j!(j + z)) have no poles in K for j ≥ j0 and
because

∑∞
j=j0

(−1)j/(j!(j+z)) converges uniformly on K. We get by analytic continuation
that

Γ(1− z) =
∞∑
j=0

(−1)j

j!(j + 1− z)
+

∫ ∞
1

e−tt−z

for any z, so

1

Γ(z)
=
∞∑
j=0

(−1)j

j!(j + 1− z)
sin(πz)

π
+

(∫ ∞
1

e−tt−z
)

sin(πz)

π
.

Now ∣∣∣∣∫ ∞
1

e−tt−z dt

∣∣∣∣ ≤ ∫ ∞
1

e−te|Re(z)| dt

Let |Re(z)| ≤ n < 1 + |Re(z)|, where n ∈ N.

≤ n!

≤ nn

≤ e(1+|z|) log(1+|z|),

so we get ∣∣∣∣(∫ ∞
1

e−tt−z
)

sin(πz)

π

∣∣∣∣ ≤ CeC(1+|z|) log(1+|z|).
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If | Im(z)| ≥ 1, then ∣∣∣∣∣∣
 ∞∑
j=0

(−1)j

j!(j + 1− z)

 sin(πz)

π

∣∣∣∣∣∣ ≤ Ceπ|z|.
The same estimate holds if Re(z) ≤ 1/2. Let k ∈ N+ with k ≥ 1 be such that k − 1/2 ≤
Re(z) < k + 1/2. Then ∞∑

j=0

(−1)j

j!(j + 1− z)

 sin(πz)

π
=

(−1)k

k!(k − z)
sin(πz)

π︸ ︷︷ ︸
O(1)

+O(1)eπ|z|.

It follows that the order of 1/Γ is ≤ 1.
To see that the order is ≥ 1, write

Γ(z) =
Γ(z +N + 1

z(z + 1) · · · (z +N)
, Re(z) > −N − 1.

and take z = N − 1/2. Then∣∣∣∣ 1

Γ(−N − 1/2)

∣∣∣∣ ≥ 1

N !
≥ 1

C
NNe−N

by Stirling’s formula. So the order of 1/Γ is exactly 1.
By Hadamard’s theorem, we get

1

Γ(z)
= eαz+βz

∞∏
k=1

(1− z/k)e−z/k.

Multiply both sides by Γ(z), and let z → 0. We get

1 = lim
z→0

eαz+βΓ(z)z = eβ,

so β = 0. To compute α ∈ R, take z = 1 in the expression for 1/Γ:

1 =
1

Γ(z)
eα
∞∏
k=1

(1 + 1/k)e−1/k,

so

e−α = lim
N→∞

exp

(
−

N∑
k=1

1/k +

N∑
k=1

log(k + 1)− log(k)

)
.

We get that

α = lim
N→∞

N∑
k=1

1

K
− log(N).
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Next, we will discuss the range of holomorphic functions with Picard’s theorems.

Theorem 20.2 (Picard’s little theorem). Let f ∈ Hol(C) be entire and nonconstant. Then
the range f(C) omits at most 1 point of C.
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21 Bloch’s Theorem and Range of Meromorphic Functions

21.1 Bloch’s theorem

We want to prove the following theorem.

Theorem 21.1 (Picard’s little theorem). Let f ∈ Hol(C) be entire and nonconstant. Then
the range f(C) omits at most 1 point of C.

Remark 21.1. It is possible for the range to omit one point. ez 6= 0 for all z ∈ C.

Remark 21.2. There exists a topological proof of this fact, but it requires the machinery
of covering spaces, so we will not visit it at this time.

Proposition 21.1. Let f ∈ Hol(|z| < 1) be such that f(0) = 0, f ′(0) = 1. If, furthermore,
|f | ≤M , then f({|z| < 1}) ⊇ D(0, 1/(4M)).

We will write D := {|z| < 1}.

Remark 21.3. If M = 1, then f(D) = D by Schwarz’s lemma.

Proof. Let w ∈ C \ f(D). Then w 6= 0, the function 1− f/w 6= 0 in D, and 1 = f/w = 1
at z = 0. Then there exists g ∈ Hol(|z| < 1) such that g2 = 1 − f/w and g(0) = 1.
Differentiate and let z = 0 to get 2g(0)g′(0) = −1/w. So g′(0) = −1/(2w), which gives the
Taylor expansion

g(z) = 1− z

2w
+ · · · .

Now given h ∈ Hol(|z| < 1), we have h =
∑∞

n=0 anz
n and

1

2π

∫ 2π

0
|h(reiϕ)|2 dϕ =

∞∑
n=0

|an|2r2n.

for r < 1. In particular, apply this property to g. Then

1

2π

∫ 2π

0
|h(reiϕ)|2 dϕ ≤ ‖g‖2∞ ≤ 1 +

M

|w|

and
∞∑
n=0

|an|2r2n ≥ 1 +
r2

4|w|2
.

Sending r → 1, we get 1/(4|w|2) ≤M/|w|. That is, |w| ≥ 1/(4M).

Theorem 21.2 (A. Bloch). There exists an absolute constant ` > 0 such that if f ∈
Hol(|z| < 1) and f ′(0) = 1, then the range of f(D) contains an open disc of radius `.
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Proof. Assume first that f is holomorphic near |z| ≤ 1. Let Aut(D) be the set of holomor-
phic bijections ϕ : D → D; this is the set of automorphisms of D:

ϕ ∈ Aut(D) ⇐⇒ ϕ(z) = λ
z − α
1− αz

,

where |λ| = 1, and α ∈ D. We have

(1− |z|2)|ϕ′(z)| = 1− |ϕ(z)|2

for all ϕ ∈ Aut(D). Define B(f, z) = (1− |z|2)|f ′(z)| when z ∈ D. For any ϕ ∈ Aut(D),

B(f ◦ ϕ, z) = (1− |z|2)|f ′(ϕ(z))||ϕ′(z)| = (1− |ϕ(z)|)2|f ′(ϕ(z))| = B(f, ϕ(z)).

The function B(f, ·)is continuous in D, nonnegative, and equal to 0 on ∂D. Let a ∈ D be
such that B achieves its maximum at a.

Assume first that a = 0. Then |f ′(z)| ≤ 1/(1− |z|2) for |z| < 1 for |z| < 1. We get

|f(z)− f(0)| =
∣∣∣∣∫ 1

0

d

dt
f(tz) dt

∣∣∣∣ ≤ |z|
1− |z|2

, |z| < 1.

If |z| ≤ R < 1, we get

|f(z)− f(0)| ≤ R

1−R2
= M.

Apply the previous proposition to (f(Rz) − f(0))/R, which is a holomorphic function
bounded by M/R. Then f(D) contains an open disc of radius R 1

4(M/R) = R2/(4M) =

R(1 − R)2/4. This is true for any 0 < R < 1, so the optimal choice of R is
√

3/3. The
corresponding radius is

√
3/18.

In general, we may have a 6= 0. Let ψ ∈ Aut(D) be such that ψ(0) = a. Consider
g = f ◦ ψ. Then

B(g, z) = B(f, ψ(z)) ≤ B(f, a) = B(g, 0),

by pulling back using ψ and the conformal invariance of B. Note that the right hand
side equals |g′(0)|, so |g′(0)| ≥ 1. The previous discussion can be applied to the function
(g(Rz)− g(0))/(Rg′(0)). So the g(D) contains an open disc of radius

√
318|g′(0)| ≥

√
318.

Since g(D) = f(D). we get the result, if f is holomorphic near |z| ≤ 1.
In general, let fρ(z) = (1/ρ)f(ρz), where 0 < ρ < 1. Then fρ(D) contains a fixed disc.

Then f(D) ⊇ ρfρ(D), which contains a disc of radius ρ
√

3/18. Pick any such ρ to get the
theorem.

21.2 Range of meromorphic functions

We will use Bloch’s theorem to prove Picard’s little theorem next time. Here is a corollary
of Picard’s theorem.
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Corollary 21.1. Let f be meromorphic in C and nonconstant. Then f assumes all values
in C with at most 2 exceptions.

Proof. Assume f does not take on the distinct values a, b, c ∈ C. Let g(z) = 1/(f(z)− c).
This is holomorphic away form the poles of f . The singularities at the poles of f are
removable for g, so g can be extended to an entire holomorphic function. Its range omits
2 values: 1/(a− c) and 1/(b− c). So g is constant by Picard’s little theorem.

Example 21.1. Let

f(z) =
1

ez + 1
.

This function omits the values 0, 1.

Example 21.2. Suppose we try to solve fn + gn = 1 with n ≥ 3. This equation has no
nonconstant solution by this corollary to Picard’s little theorem.
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22 Picard’s Little Theorem and Schottky’s Theorem

22.1 Picard’s little theorem

Last time, we proved Bloch’s theorem:

Theorem 22.1 (A. Bloch). There exists an absolute constant ` > 0 such that if f ∈
Hol(|z| < 1) and f ′(0) = 1, then the range of f(D) contains an open disc of radius `.

We can now prove prove Picard’s little theorem.4

Theorem 22.2 (Picard’s little theorem). Let f ∈ Hol(C) be entire and nonconstant. Then
the range f(C) omits at most 1 point of C.

Proof. Let f ∈ Hol(C), and assume that f omits 2 distinct values a, b ∈ C. By composing
with an affine transformation, we may assume that a = 0, b = 1. We will show that f is
constant.

We claim that there exists g ∈ Hol(C) such that f(z) = − exp(iπ cosh(2g(z))). The
function f 6= 0 in C, so there exists F ∈ Hol(C) such that e2πiF = f . Moreover, F does not
assume integer values, so we can define

√
F −
√
F − 1 ∈ Hol(C) which is also nonvanishing.

Define g as a holomorphic branch of log(
√
F −

√
F − 1). Then

eg =
√
F −

√
F − 1,

e−g =
√
F +

√
F − 1

so
cosh(2g) + 1 = 2 cos2(g) = 2F,

which proves the claim.
Let

E = {± log(
√
n+
√
n− 1)︸ ︷︷ ︸

=λn

+imπ/2 : m ∈ Z, n ≥ 1}.

The points in E form the vertices of a grid of rectangles in C. We claim that E∩g(C) = ∅.
If g(z) = ± log(

√
n+
√
n− 1) + imπ/2, then

2 cosh(2g(z)) = eimπ
(
(
√
n+
√
n− 1)2 + (

√
n−
√
n− 1)2

)2
= (−1)m2(2n− 1),

so f(z) = 1.
We now claim that g is constant. We have that the height of a rectangle Rn in our

grid is π/2, and the width of Rn is λn+1 − λn = log
(√

n+1+
√
n√

n+
√
n−1

)
≤ C for n ≥ 1. So there

exists some R0 > 0 such that each open disc of radius R0 meets E. If g′(a) 6= 0 for some
a, then apply Bloch’s theorem to the function g(a + Rz)/Rg′(a) for |z| < 1, R > 0. The
range contains a disc of fixed radius ` > 0 for each R > 0, so g(C) contains a disc of radius
R`|g′(a)|. But g(C)∩E = ∅, so R`|g′(a)| ≤ R0; letting R→∞, we get a contradiction.

4This proof is not Picard’s original proof. Bloch’s theorem came after the original proof.
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22.2 Schottky’s theorem

Here is a consequence of Bloch’s theorem. It will allow us to prove Picard’s great theorem.

Theorem 22.3 (Schottky). For each 0 < α < ∞ and 0 ≤ β ≤ 1, there exists a constant
M(α, β) > 0 such that if f ∈ Hol(D) omits the values 0, 1 and |f(0)| ≤ α, then |f(z)| ≤
M(α, β) for all |z| ≤ β.

Proof. We may assume α ≥ 2. Assume that 1/2 ≤ |f(0)| ≤ α. Following the proof of
Picard’s little theorem, let F ∈ Hol(D) be such that e2πiF = f in D. Chose the branch
of f so that Re(F (0)) ∈ [0, 1]. Then e−2π Im(F (0)) = |f(0)|, so | Im(F (0))| ≤ (1/2π) log(α).
We will call C(α) any constant that depends only on α. So |F (0)| ≤ C(α). Next,

√
F −√

F − 1 ∈ Hol(D), and |
√
F (0)−

√
F (0)− 1| ≤ |F (0)|1/2 +(|F (0)|+1)1/2 ≤ C(α). Finally,

let g ∈ Hol(D) be such that eg =
√
F −
√
F − 1. Choose the branch so that 0 ≤ Im(g(0)) <

2π. We can then control |Re(g(0))|. We get a constant C(α) > 0 such that if f(z) =
exp(iπ cosh(2g(z))), then |g(0)| ≤ C(α) if 1/2 ≤ |f(0)| ≤ α.

Recall that g(D) ∩ E = ∅, where E is as in the proof of Picard’s little theorem. Then
there is a number R0 such that g(D) contains no disc. Let |z| ≤ β < 1, and let

ϕ(ζ) =
g(z + (1− β)ζ)

(1− β)g′(z)

where z is such that g′(z) 6= 0. This is holomorphic in |ζ| < 1, and ϕ′(0) = 1, so ϕ(D)
contains a disc of radius ` by Bloch’s theorem. So g(D) contains a disc of radius |ell(1 −
β)|g′(z)|. So |g′(z)| ≤ R0/(`(1− β)) for |z| ≤ β. By integration, we get uniform control on
the function g.

We will finish the proof next time.
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23 The Montel-Caratheodory Theorem and Corollaries of
Picard’s Great Theorem

23.1 Proof of Schottky’s theorem, continued

Last time, we were proving Schottky’s theorem. Let’s finish the proof.

Theorem 23.1 (Schottky). For each 0 < α < ∞ and 0 ≤ β < 1, there exists a constant
M(α, β) > 0 such that if f ∈ Hol(D) omits the values 0, 1 and |f(0)| ≤ α, then |f(z)| ≤
M(α, β) for all |z| ≤ β.

Proof. It suffices to show this for when α ≥ 2.
Case 1: 1/2 ≤ |f(0)| ≤ α: We have shown that we can write f = − exp(iπ cosh(2g(z)))

with g ∈ Hol(D), |g(0)| ≤ C(α), and |g′(z)| ≤ C0/(1−β) for |z| ≤ β < 1, for some absolute
constant C0. Writing g(z) = g(0) =

∫ 1
0 zg

′(tz) dt, we get

|g(z)| ≤ C(α) +
C0|z|
1− β

≤ C(α, β), |z| ≤ β < 1.

We get

|f(z)| ≤ eπe2|g(z)| ≤M(α, β).

Case 2: 0 < |f(0)| < 1/2: Apply case 1 to the function 1−f . Then 1/2 ≤ |1−f(0)| ≤ 2.
So, by case 1, |1− f(z)| ≤M(2, β) for |z| ≤ β < 1.

23.2 The Montel-Caratheodory theorem

Definition 23.1. Let Ω ⊆ C be open, and let F ⊆ Hol(Ω). We say F is normal if each
sequence in F has a subsequence which either converges locally uniformly in Hol(Ω) or
tends to ∞ uniformly on each compact set.

Theorem 23.2 (Montel-Caratheodory). Let Ω ⊆ C be open and connected, and let F ⊆
Hol(Ω) be such that for any f ∈ F , f(Ω) omits the values 0,1. Then F is normal.

Proof. Let (fn) be a sequence in F . It suffices to show that for any open disc D with
D ⊆ Ω, there exists a subsequence of (fn) which converges uniformly on D or tends to ∞
unformly on D. Let (Dν)∞ν=1 be such that Dν ⊆ Ω, Ω =

⋃∞
ν=1Dν . Passing to a suitable

diagonal subsequence (gn) of (fn), we get that for all ν, (gn) converges uniformly on Dν

or tends to ∞ uniformly on Dν . Let Ω1 be the set of z ∈ Ω such that (gn) converges
uniformly in a neighborhood of z, and let Ω2 be the set of z ∈ Ω such that (gn) tends to
∞ uniformly in a neighborhood of z. Then Ω1,Ω2 are open and disjoint, and Ω = Ω1 ∪Ω2,
so the connectedness of Ω gives Ω = Ω1 or Ω = Ω2. In the first case, (gn) converges locally
uniformly in Ω, and in the second case, (gn) tends to ∞ locally uniformly.

Let D ⊆ Ω be an open disc, and let us show that (fn) has a subsequence which converges
in Hol(D) or tends to ∞ locally uniformly in D. Let D = D(z0, R). We split into cases:
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1. |fn(z0)| ≤ 1 for infinitely many values of n: By Schottky’s theorem, we get a subse-
quence (fnj ) such that for any compact K ⊆ D, |fnj (z)| ≤ CK for z ∈ K, j = 1, 2, . . . .
By Montel’s theorem, we get a locally uniformly convergent subsequence.

2. 1 < |fn(z0)| for infinitely many values of n: Then apply Schottkey’s theorem and then
Montel’s theorem to 1/fn(z) ∈ Hol(D). We get a subsequence 1/fnk → g ∈ Hol(D)
locally uniformly. We have that g is either nonvanishing (then fnk → 1/g locally
uniformly) or g ≡ 0 (then fnk →∞ locally uniformly).

23.3 Corollaries of Picard’s great theorem

Recall the Casorati-Weierstrass theorem.

Theorem 23.3 (Casorati-Weierstrass). Let a ∈ C, and let f ∈ Hol({0 < |z − a| < δ})
have an essential singularity at a. Then the range f({0 < |z − a| < δ}) is dense in C.

Picard’s great theorem is a generalization of this.

Theorem 23.4. Let a ∈ C, and let f ∈ Hol({0 < |z−a| < δ}) have an essential singularity
at a. There exists w ∈ C be such that the range f({0 < |z − a| < r}) contains C \ {w} for
all 0 < r ≤ δ.

Remark 23.1. The function f(z) = e1/z 6= 0 has an essential singularity at 0.

We will prove the result next time. Here are some corollaries.

Corollary 23.1. Let f ∈ Hol(C) not be a polynomial. Then for all R > 0, f assumes all
values in C with at most 1 exception in |z| > R.

Proof. Apply Picard’s great theorem to f(1/z).

Corollary 23.2. Let f be meromorphic in C, and suppose f is not a rational function.
Then for all R > 0, f assumes all values in C with at most 2 exceptions in |z| > R.

Proof. Assume that f omits 3 distinct values a, b, c in |z| > R. Let g(z) = 1/(f(z) − c).
Then g removable singularities, so it extends to an entire function. Moreover, g is not a
polynomial. g omits the values 1/(a − c) and 1/(b − c) in |z| > R, which contradicts the
previous corollary.
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24 Picard’s Great Theorem and Fatou’s Theorem

24.1 Picard’s Great Theorem

Theorem 24.1 (Picard’s great theorem). Let a ∈ C, and let f ∈ Hol({0 < |z − a| < δ})
have an essential singularity at a. There exists w ∈ C be such that the range f({0 <
|z − a| < r}) contains C \ {w} for all 0 < r ≤ δ.

Proof. We may assume that a = 0. Assume that there exists some ε > 0 such that
f ∈ Hol(0 < |z| < ε) and f(0 < |z| < ε) omits 2 distinct values a, b ∈ C. Let fn(z) =
f(z/n) ∈ Hol(0 < |z| < ε), so a, b /∈ Ran(fn) for all n ≥ 1. Apply the Montel-Caratheodory
theorem to (fn) to get a subsequence (fnν ) such that either (fnν ) converges locally uniformly
in Hol(0 < |z| < ε) or fn →∞ locally uniformly.

Case 1: Assume that (fnν ) converges locally uniformly in Hol(0 < |z| < ε). Let
K = {z : |z| = ε/2}. Then |fnν (z)| ≤ C for all z ∈ K, ν = 1, 2, . . . . In other words,
|f(z)| ≤ C for |z| = ε/(2nν)→ 0. By the maximum principle, f is bounded in a punctured
neighborhood of 0, so 0 is a removable singularity for f . This is a contradiction.

Case 2: Assume that fnν → ∞ locally uniformly. Let gn(z) = 1/(fn(z) − a). Then
gnν is a sequence of holomorphic functions with gnν → 0 locally uniformly. Arguing as in
Case 1, we get: g(z) = 1/(f(z) − a) has a removable singularity at 0 with g(0) = 0. So
f = a+ 1/g(z) has a pole at 0, which is impossible.

24.2 Boundary values of harmonic functions in the disc

Theorem 24.2 (Fatou). Let u be harmonic in D and bounded. Then the radial limits
limr→1− u(rz) exist for a.e. z ∈ ∂D (with respect to 1-dimensional) Lebesgue measure on
the circle. If u = f ∈ Hol(D) and f(z) = limr→1− f(rz) vanishes on a set of positive
measure (on the circle), then f ≡ 0.

Proof. We may assume that u is real-valued. When 0 ≤ r < 1, let µr : L1(∂D) → C be
the linear, continuous functional given by

µr(f) =
1

2π

∫ π

−π
u(reiϕ)f(eiϕ) dϕ.

We have |µr(f)| ≤M‖f‖L1 . Then

‖µr‖(L1)∗ = sup
06=f∈L1

|µr(f)|
‖f‖L1

≤M, 0 ≤ r < 1.

We can apply the Banach-Alaoglu theorem5: let B be a separable Banach space, and
let (Λα) be a sequence of linear, continuous functionals B → C such that ‖Λα‖B∗ ≤ C for

5The idea of the proof is to let take a countable dense subset (uν) of B and use diagonalization to find
(Λαj ) such that limj→∞ Λαj (uν). Then extend to any u ∈ B using ‖Λα‖B∗ ≤ C.
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all α. Then there exists a subsequence (Λαj ) such that for all u ∈ B, (Λαj (u)) converges
in C. In our case, B = L1, so there exists a sequence rk → 1 such that for every f ∈ L1,
limrk→1 µrk(f) exists. Define µ(f) as this limit. We have µ : L1 → C is linear, and
‖µ‖(L1)∗ ≤ M . Thus, µ ∈ (L1)∗, the space of linear, continuous functionals on L1. This
space is L∞(D); that is, there is a g ∈ L∞(D) such that

1

2π

∫ π

−π
f(eiϕ)g(eiϕ) dϕ.

We get
1

2π

∫ π

−π
e)u(rke

iϕ)f(eiϕ)
k→∞−−−→ 1

2π

∫ π

−π
g(eiϕ)f(eiϕ) dϕ.

Now z 7→ u(rkz) is harmonic in a neighborhood of |z| ≤ 1, so

u(rkz) =

∫
P (z, eiϕ)u(rke

iϕ) dϕ ∀k, |z| < 1

Let k →∞. P (z, eiϕ) ∈ L1(∂D), so

u(z) =

∫ π

−π
P (z, eiϕ)g(eiϕ) dϕ.

In other words, u is harmonic and bounded iff u equals the Poisson integral of g for some
g ∈ L∞. Next, we will show that limr→1 u(rz) = g(z) for a.e. z.

We will finish the proof next time.
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25 Fatou’s Theorem and the Riesz-Herglotz Theorem

25.1 Fatou’s theorem, continued

Last time, we were in the middle of proving Fatou’s theorem.

Theorem 25.1 (Fatou). Let u be harmonic in D and bounded. Then the radial limits
limr→1− u(rz) exist for a.e. z ∈ ∂D (with respect to 1-dimensional) Lebesgue measure on
the circle. If u = f ∈ Hol(D) and f(z) = limr→1− f(rz) vanishes on a set of positive
measure (on the circle), then f ≡ 0.

Proof. We have shown that there exists g ∈ L∞(∂D) such that

u =
1

2π

∫ π

−π
P (z, eiϕ)g(eiϕ) dϕ.

Let eiα ∈ ∂D be a Lebesgue point of g:

1

2πρ

∫ α+ρ

α−ρ
|g(eiϕ)− g(eiα)| dϕ→ 0.

We claim that the radial limit limr→1 u(reiα) exists an equals g(eiα). This will establish
the theorem, as a.e. point in ∂D is a Lebesgue point of g. We can assume that α = 0 and
that g(eiα) = 0 (otherwise consider u(eiαz)− g(eiα)). Thus,

1

2πρ

∫ ρ

−ρ
|g(eiϕ)| dϕ→ 0,

and we want to show that u(x)→ 0 as x→ 1− along R.
Plugging in the formula for the Poisson kernel,

u(x) =
1

2π

∫ π

−π

1− x2

|x− eiϕ|2
g(eiϕ) dϕ.

The contribution to this integral coming from
∫
π/2≤|ϕ|≤π → 0, as P (x, eiϕ)→ 0 uniformly

in ϕ. Estimate the contribution from |ϕ| ≤ π/2: Writing δ = 1− x,

P (x, eiϕ) =
1− (1− δ)2

|x− eiϕ|2
=

2δ − δ2

(x− cos(ϕ))2 + sin2(ϕ)
≤ 2δ

sin2(ϕ)
≤ 2δ

ϕ2
.

We get

1

2π

∫ π

−π

1− x2

|x− eiϕ|2
|g(eiϕ)| dϕ ≤

∫
Aδ≤|ϕ|≤π/2

+

∫
|ϕ|≤Aδ
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≤
∫
Aδ≤|ϕ|≤π/2

2δ

ϕ2
|g(eiϕ)| dϕ+

∫
|ϕ|≤Aδ

2δ − δ2

|x− eiϕ|2
|g(eiϕ)| dϕ

≤
∫
Aδ≤|ϕ|≤π/2

2δ

ϕ2
|g(eiϕ)| dϕ+

∫
|ϕ|≤Aδ

2δ

δ2
|g(eiϕ)| dϕ

≤ Cδ

Aδ
+

2

δ

∫
|ϕ|≤Aδ

|g(eiϕ)| dϕ.

Given ε > 0, take A large so that C/A ≤ ε for all 0 < δ ≤ δ0(ε). For δ small enough,∫
|ϕ|≤π/2 P (x, eiϕ)|g(eiϕ)| dϕ ≤ 7ε. Thus, u(x) → 0 as x → 1−. Thus, for a.e. z ∈ ∂D,

limr→1 u(rz) exists and equals g(z).
For the latter part of the theorem, assume now that f ∈ Hol(D) is bounded. Then

for a.e. z ∈ ∂D, limr→1 f(rz) =: f(z) ∈ L∞(∂D). We claim that if f(z) = 0 on a set of
positive measure in ∂D, then f(z) ≡ 0 in |z| < 1. The function log |f | is subharmonic in
D, so

r 7→ 1

2π

∫ π

−π
log |f(reiϕ)| dϕ

is an increasing function. For any 0 < r < 1, using Fatou’s lemma,

1

2π

∫ π

−π
log |f(reiϕ)| dϕ ≤ lim sup

r→1

1

2π

∫ π

−π
log |f(reiϕ)| dϕ

≤ 1

2π

∫ π

−π
log |f(eiϕ)| dϕ.

If f 6≡ 0, we can conclude that the integral > −∞. So log |f | ∈ L1(∂D), so {f = 0} is a
Lebesgue null set in ∂D.

25.2 Representing harmonic functions by measures

We have been looking at functions u such that

u(z) =
1

2π

∫
|w|=1

P (z, w)g(q) |dw|

for some g ∈ L∞. Let’s try to replace g ∈ L∞ by g ∈ L1 or by a (Borel, regular, Radon)
measure dµ on ∂D.

Theorem 25.2 (F. Riesz-Herglotz). Let µ be a measure on ∂D, and let

u =

∫
|w|=1

P (z, w) dµ(w), |z| < 1.
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Then u is harmonic in D, and the function r 7→
∫
|z|=1 |u(rz)| |dz| is bounded on [0, 1). If

ur(z) = u(rz), then ur
r→1−−−→ µ in the following weak sense: for any ϕ ∈ C(∂D),

1

2π

∫
|z|=1

ur(z)ϕ(z) |dz| r to1−−−→
∫
|z|=1

ϕ(z) dµ(z).

Conversely, let u be harmonic in D such that
∫
|z|=1 |u(rz)| |dz| ≤ C for all 0 ≤ r ≤ 1.

Then there exists a unique measure µ on ∂D such that

u(z) =

∫
|w|=1

P (z, w) dµ(w) |z| < 1.

Moreover, ur → µ in the same weak sense.

Example 25.1. Let u ≥ 0 be harmonic. Then the theorem applies, so

u(z) =

∫
|w|=1

P (z, w) dµ(w),

where µ is a positive measure.

69



26 Harmonic measures

26.1 The Riesz-Herglotz theorem

Theorem 26.1 (F. Riesz-Herglotz). u is harmonic in D and

sup
0≤r<1

∫
|z|=1

|u(rz)| |dz| ≤ C <∞

if and only if there exists a measure µ on ∂D such that

u(z) =

∫
|w|=1

P (z, w) dµ(w).

Proof. Let u(z) =
∫
|w|=1 P (z, w) dµ(w) for |z| < 1. Then u is harmonic in D, and

u(reit) =

∫
[−π,π)

P (reit, eiϕ)dµ(ϕ)

=

∫
[−π,π)

1− r2

1 + t2 − 2r cos(t− ϕ)
dµ(ϕ)

=

∫
[−π,π)

P (reiϕ, eit)dµ(ϕ).

So ∫ π

−π
|u(reit)| dt ≤

∫ π

−π

(∫
[−π,π)

P (reiϕ, eit) |dµ(ϕ)| dt

)

=

∫
[−π,π)

(∫ π

−π
P (reiϕ, eit) dt

)
︸ ︷︷ ︸

=2π

|dµ(ϕ)|

≤ 2π

∫
[−π,π)

| dµ(ϕ)|.

Check also that if ur(z) = u(rz), then for all ψ ∈ C(∂D),

1

2π

∫
|z|=1

ur(z)ψ(z) |dz| →
∫
|z|=1

ψ(z) dµ(z).

The left hand side is

1

2π

∫ π

−π

(∫
[−π,π)

P (reit, eiϕ) dµ(ϕ)

)
ψ(eit) dt =

∫ π

−π

(
1

2π

∫ π

−π
P (reit, eiϕ)ψ(eit) dt

)
dµ(ϕ),
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where the part in the parentheses on the right is the harmonic extension of ψ ∈ C(D), so
it converges to ψ(eiϕ) uniformly in ϕ as r → 1. So this goes to

∫
[−π,π) ψ(eiϕ) dµ(ϕ).

Conversely, let u be harmonic in D such that

‖ur‖|L1(∂D) =

∫ π

−π
|u(rz)| |dz| ≤ C, 0 ≤ r < 1.

Here L1(∂D) ⊆ M(∂D), the space of bounded finite Borel measures on ∂D. The space
M(∂D) is the dual of C(∂D). By Banach-Alaoglu, there exists a sequence rj → 1 and a
measure µ ∈M(∂D) such that urj → µ weakly: for any ψ ∈ C(∂D),

1

2π

∫
|z|=1

urj (z)ψ(z)|dz| →
∫
ψ dµ.

Finally, for all j, urj (z) is harmonic near D, so

u(rjz) =
1

2π

∫
|w|=1

P (z, w)u(rjw) dz.

Letting j →∞, we get

u(z) =

∫
P (z, w) dµ(w).

Remark 26.1. The measure µ is unique. Let h1 = {u ∈ H(D) :
∫
|u(rz)| |dz| ≤ C ∀r}.

The theorem says that the Poisson operator P :M(∂D)→ h1 is a homeomorphism.

Corollary 26.1. Let f ∈ Hol(D) with Re(f) ≥ 0. Then there exists a measure µ ≥ 0 on
∂D and a constant c ∈ R such that

f(z) = ic+

∫
|w|=1

w + z

w − z
dµ(w).

Proof. By the Riesz-Herglotz theorem applied to Re(f) ≥ 0, we write

Re(f(z)) =

∫
|w|=1

Re

(
w + z

w − z

)
dµ(w).

So if

g(z) =

∫
|w|=1

w + z

w − z
dµ(w),

then g ∈ Hol(D), and Re(f) = Re(f). The result follows.
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26.2 Boundary behavior of harmonic measures

We would like to understand the boundary behavior of u ∈ h1.

Theorem 26.2. Let u ∈ h1, and consider the Lebesgue decomposition of the representing
measure µ: dµ = f/(2π) |dz| + dλ, where f ∈ L1(∂D), and dλ is singular with respect to
|dz|.

1. Then for a.e. z ∈ ∂D, the radial limit limr→1 u(rz) exists and equals f(z).

2. If dµ = f/(2π)|dz| with f ∈ L1, then ur → f in L1(∂D).

We will prove this next time. Here is an application:

Example 26.1 (Problem 12, Analysis qual, Spring 2016). Let u be real, harmonic in D,
u ≤M , and assume that limr→1 u(rz) ≤ 0 for a.e. z ∈ ∂D. Show that u ≤ 0.

Consider v = M − u ≥ 0, which is harmonic. There exists a measure µ ≥ 0 such
v(z) =

∫
|w|=1 P (z, w) dµ(w). Writing dµ = f/(2π)|dz| + dλ, where f ≥ 0 and λ ≥ 0. By

the theorem, f(z) = limr→1 v(rz) = limr→1(M − u(rz)) ≥M . We get

v(z) =

∫
P (z, w)

f

2π
|dw|︸ ︷︷ ︸

≥M

+

∫
P (z, w) dλ(w)︸ ︷︷ ︸

≥0

.

So v ≥M in D, and we get u ≤ 0 in D.
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27 Radial Limits of Harmonic Functions on the Disc

27.1 Radial limits of harmonic functions on the disc

Let P :M(∂D)→ h1, the set of all harmonic functions u in D such that
∫
|z|=1 |u(rz)| |dz| ≤

C for all r, send µ 7→ Pµ = u. We showed last time that this is a homeomorphism.

Theorem 27.1. Let u ∈ h1, and consider the Lebesgue decomposition of the representing
measure µ: dµ = f/(2π) |dz| + dλ, where f ∈ L1(∂D), and dλ is singular with respect to
|dz|.

1. Then for a.e. z ∈ ∂D, the radial limit limr→1 u(rz) exists and equals f(z).

2. If dµ = f/(2π)|dz|, is absolutely continuous and u(z) =
∫
|w|=1 P (z, w) dµ(w), then

ur → f in L1(∂D).

Proof. Write

u(z) =

∫
|w|=1

P (z, w) dµ(w) =

∫
[−π,π)

P (z, riϕ) dµ(ϕ).

Recall that for a.e. ϕ ∈ R, we have by the Lebesgue differentiation theorem that

1

ρ

∫ ϕ+ρ

ϕ−ρ
|f(eit)− f(eiϕ)| dt ρ→0−−−→ 0,

1

ρ

∫
[ϕ−ρ,ϕ+ρ]

|dλ(t)| → 0.

We claim that if ϕ ∈ R is as above, then limr→1 u(reiϕ) exists and equals f(eiϕ). We
may assume that ϕ = 0 and f(1) = 0. Then

1

ρ

∫ ρ

−ρ
|f(eit)| dt→ 0,

1

ρ

∫
[−ρ,ρ]

|dλ(t)| → 0.

It suffices to show that if |nu is a measure such that (1/ρ)
∫

[−ρ,ρ] |dν(t)| → 0 as ρ → 0,
then ∫

P (x, eit) dν(t)
x→1−−−−−→ 0, x ∈ R.

Here, ∫
π/2≤|t|≤π

P (x, eit) dν(t)

since P (x, eit)→ 0 uniformly. Write δ = 1− x, and consider∫
|t|≤ pi/2

P (x, eit) dν(t) =

∫
√
cδ≤|t|≤π/2

P (x, eit) dν(t) +

∫
|t|≤
√
cδ
P (x, eit) dν(t).

73



Here, C > 0 is a large constant to be chosen later. When
√
Cδ ≤ |t| ≤ |π/2|,

P (x, eit) =
1− x2

|x− eit|2
=

2δ − δ2

(x− cos(t))2 + sin2(t)
≤ 2δ

sin2(t)
≤ π2δ

t2
≤ π2δ

Cδ
=
π2

C
.

Given ε > 0, we get (taking C large but fixed)∣∣∣∣∣
∫
√
Cδ≤|t|≤π/2

P (x, eit) dν(t)

∣∣∣∣∣ ≤ ε
for all small δ > 0.

Let δ1 =
√
Cδ, and let

ϕ(t) = P (x, eit) =
1− x2

1 + x2 − 2x cos(t)
.

Then ϕ > 0, ϕ is even, and ϕ is decreasing on [0, π]. It remains to understand∫
|t|≤
√
Cδ
P (x, eit) dν(t) =

∫
|t|≤δ1

ϕ(t) dν(t).

We have ∫
[−ρ,ρ]

|dν(t)| ≤ ερ, 0 < ρ ≤ δ1.

Write

ϕ(t) = ϕ(δ1) +

∫ t

δ1

ϕ′(s) ds = ϕ(δ1)−
∫ δ1

0
H(s− t)ϕ′(s) ds,

where

H(τ) =

{
1 τ > 0

0 τ ≤ 0

is the Heaviside function. Consider∫
[0,δ1]

ϕ(t) dν(t) = ϕ(δ1)

∫
[0,δ−1]

dν(t)︸ ︷︷ ︸
≤εδ1

−
∫

[0,δ1]

(∫ δ1

0
H(s− t)ϕ′(s) ds

)
dν(t).

Then ∣∣∣∣∣
∫

[0,δ1]
ϕ(t) dν(t)

∣∣∣∣∣ ≤ ϕ(δ1)εδ1 −
∫ δ1

0
ϕ′(s)

(∫
[0,δ1]

H(s− t) |dν(t)|

)
ds

≤ ϕ(δ1)εδ1 −
∫ δ1

0
ϕ′(s)

(∫
[0,s]
|dν(t)|

)
︸ ︷︷ ︸

≤εs

ds
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Integrate by parts.

≤ ϕ(δ1)εδ − 1− ε [ϕ(s)s]δ10 + ε

∫ δ1

0
ϕ(s) ds

= ε

∫ δ1

0
ϕ(s) ds

≤ ε.

The contribution of [−δ, 0] is estimated similarly. We get

u(x) =

∫
P (x, eit) dν(t)

x→1−−−−−→ 0.

For the 2nd part of the theorem, given ε >, let ψ ∈ C(∂D) be such that ‖f −ψ‖L1 ≤ ε.
If we write u = Pf , then

‖(Pf)r − f‖L1 ≤ ‖(Pf)r − (Pψ)r‖L1︸ ︷︷ ︸
≤‖P(f−ψ)‖h1≤‖f−ψ‖L1≤ε

+ ‖(Pψ)r − ψ‖L1︸ ︷︷ ︸
→0 uniformly on ∂D

+ε.

We get ur = (Pf)r → f in L1.

27.2 The Riesz-Riesz theorem

Let H1 = Hol(D) ∩ h1 (the Hardy space). It can be show that the representing measure
of and H1 function is absolutely continuous.

Theorem 27.2 (F. and M. Riesz6). Let µ be a measure on ∂D such that
∫

[0,2π) e
int dµ(t) =

0 for n = 1, 2, . . . (i.e. the negative Fourier coefficients of µ vansish). Then µ is absolutely
continuous.

Proof. Here is the idea. Let f = Pµ ∈ h1. The vanishing of the Fourier coefficients implies
that f ∈ Hol(D). So µ is absolutely continuous.

6These two were brothers. This is the only collaboration between them.
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